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Perspective Paper

Perspective: Issues in CHF
Modeling—The Need for
New Experiments

Nucleate boiling and critical-heat-flux (CHF ) phenomena have been studied exten-
sively for several decades. However, a satisfactory mechanistic description remains
elusive. Although the influences of some system parameters such as heater geometry,
body forces, etc., have been elucidated, the influences of several others remain in
dispute. In this paper, we present our perspective on the current state of CHF
modeling. We list possible parameters that are relevant in the process and discuss
the interactions among these parameters. The consequences of such interactions are
also discussed. We focus on the simplest configuration—saturated pool boiling on
flat heaters. Additional complexities such as orientation effects, flow effects, enhanced
surfaces, etc., are not addressed. We highlight specific areas on which we believe
experimental efforts should focus to obtain improved mechanistic models of CHF.
Experimental techniques used in previous studies are evaluated, and recommenda-
tions for new or modified techniques are discussed. We believe CHF must be looked
at in the boiling plane (q and AT ) rather than merely as a single heat-flux point.
Mechanistically, this leads us to view CHF as the limiting point of the nucleate
boiling region rather than as an independent entity. Experimentally, this means that
issues related to the high-heat-flux region must be studied and their effects on CHF
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Engineering and Safety Analysis Group.

R. Nelson
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investigated.

I Introduction

Over the last several decades, there has been a continued
interest in the study of critical heat flux (CHF). The principal
reason for this is that accurate prediction of CHF has a number
of useful practical applications, mainly in improving the op-
erating efficiencies of heat transfer equipment involving phase
change. A plethora of empirical correlations for CHF is now
available in the literature, with each applicable to somewhat
narrow ranges of experimental conditions. From a mechanistic
viewpoint, although the influences of some parameters such as
heater geometry, body forces, etc., have been clarified at least
to a limited extent, an overall mechanistic description is still
unavailable.

We should emphasize that this paper is not intended to be a
detailed review of previous work in this field. A number of
excellent traditional review articles appear periodically in the
literature, the most recent one being that by Katto (1994 ), and
a repetition of such work would serve little purpose. Instead,
our objective is to look at the problem on a fundamental level —
the various parameters involved in the process and the potential
interactions among them.

As just pointed out, the influences of parameters such as
gravity, heater material, and heater size have been clarified to
varying extents. This was facilitated by the availability of suit-
able experimental techniques to investigate these aspects. At
the same time, those parameters that were not amenable to
experimental control and/or measurement were often neglected.
Wetting effects and surface temperature effects fall under this
category. With rapid advances in instrumentation, many of these
parameters are more amenable to control and measurement;
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indeed, wetting effects recently emerged into consideration.
With this in mind, it is useful to take a fresh look at the process
uncluttered by equations and specifics of models. Rather we
should look at the whole picture, in other words, the forest
rather than the trees. If we can identify the various possible
parameters involved and their interactions, it would help to
focus future experimental efforts toward clarifying specific ef-
fects. It is hoped that this exercise would help to initiate a
discussion on a basic level. With this in mind, we do not attempt
to rank the parameters in any order of importance.

II Current Models

The two major schools of thought that have emerged on the
controlling mechanism of CHF are both based on hydrodynamic
instability, The main difference between the two approaches is
in the location of the instability with respect to the heater, We
will use the term ‘‘far-field model’’ to refer to models that focus
on the instability in the far-field vapor passages. Similarly, we
will use the term ‘‘near-surface model’’ to refer to models that
focus on the instabilities in the tiny vapor passages that are
postulated to intersperse the liquid-rich macrolayer immediately
adjacent to the heater surface.

The far-field model for CHF, originally proposed by Zuber
(1958), was the first theoretical formulation of CHF. The funda-
mental notion of this approach is that CHF is dictated by an
instability in the vapor-liquid interface of the vapor jets ema-
nating from the heater surface during nucleate boiling. The
onset of instability leads to a breakdown in the process of vapor
removal from the heater surface, leading eventually to complete
vapor blanketing of the surface. In a power-controlled system,
this causes the surface temperature to increase dramatically,
whereas in a temperature-controlled system, this causes a slight
reduction in the heat flux.

Over the years since the far-field theory was first proposed,
the basic idea, together with appropriate configuration-specific
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modifications, has been used to predict CHF in a variety of
situations with fairly remarkable success. Reviews, such as
those by Lienhard (1988), Dhir (1990), and Katto (1992),
provide detailed accounts of many of these results. It is im-
portant to realize that, because of the very nature of this model,
the heater surface temperature does not enter into consideration;
CHEF is solely a function of the hydrodynamics of the vapor
flow in the large vapor columns above the heater. The vapor
flow from the heater is influenced by two principal factors: the
vapor generation at the heater as a result of the heat flux, and
the vapor escape path or pattern from the heater surface, Thus,
the heater geometry influences CHF through its heat transfer
area and the hydrodynamic flow pattern, which the given geo-
metric configuration produces.

One natural consequence of the wide acceptance of the hydro-
dynamic description of CHF is that many CHF studies concen-
trate on the measurement of CHF alone, without considering
the heater surface temperatures. We believe two somewhat unre-
lated factors have driven this approach. First, in many practical
applications where knowledge of CHF is required, the objective
really is to maximize the heat that can be dissipated from a
heater to a surrounding cooling fluid. In this respect, the per-
ceived importance of the surface temperature was diminished.
The objective was to avoid the transition to film boiling, with
the accompanying orders-of-magnitude increases in surface
temperature. The actual value of the surface temperature was
less important. Second, from an experimental viewpoint, it is
far less complicated to develop apparatus to determine CHF
alone through measurement of the power input, rather than hav-
ing to monitor the surface temperatures as well.

Kirby and Westwater (1965) and Yu and Mesler (1977)
reported the existence of a thin liquid-rich layer beneath the
large vapor mushrooms and on the heater surface itself. The
possible role of this so-called macrolayer in nucleate boiling
and CHF was not explored for several more years. In 1983,
Haramura and Katto (1983) proposed an alternate CHF theory
based on the role of the macrolayer. Their model still retained
the basic element of the Zuber model—that hydrodynamic in-
stabilities dictate the occurrence of CHF. However, they pro-
posed that the controlling instabilities occur not at the walls of
the large vapor columns as envisioned by Zuber but rather at
the walls of the tiny vapor stems around active nucleation cavi-
ties that intersperse the liquid macrolayer on the heater surface
itself. This instability controls the thickness of the macrolayer.
If the surface void fraction is known, one can determine how
much liquid is present on the heater surface using this value of
the macrolayer thickness. Haramura and Katto (1983 ) proposed
that CHF occurs when the heat flux is sufficient to evaporate the
macrolayer completely before liquid resupply of the evaporating
macrolayer. For simple geometries such as a horizontal flat
plate, the resupply time corresponds to the mushroom bubble’s
lifetime.

Questions have been raised by several investigators over the
validity of applying Helmholtz instability considerations to va-
por stems with heights on the order of 100 ym as proposed by
Haramura and Katto (1983). Further, the role of the heater wall
itself in causing or suppressing the instability also is not clear.
Haramura and Katto postulate that CHF occurs at the instant
the macrolayer dries out during a hovering period. This is incon-
sistent with the experimental results of, among others, Kirby
and Westwater ( 1965), which show that CHF occurs at one of
the dry spots before evaporation of the macrolayer. Despite
these and other reservations about the near-surface instability
approach, the notion that CHF is controlled by near-surface
phenomena reawakened interest in the region close to the heater
surface.

One feature of Zuber's model ( 1958) is that it treats nucleate
boiling and CHF as two independent entities—the occurrence
of CHF was unrelated to the nucleate boiling region immedi-
ately preceding it. This model relates mainly to the liquid side
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of the picture. Also, although Haramura and Katto’s (1983)
model focuses our attention on a region nearer the wall, their
model also relates only to the liquid side. Although not included
by Haramura and Katto, surface characteristics might enter the
liquid portion of this picture through surface tension, contact
angle, or active nucleation site density.

To any extent, both theories are based on the idea that some
adverse event occurs on the liquid side to eliminate the cooling
liquid, resulting in the heater surface experiencing a runaway
thermal transient. Interestingly enough, neither theory investi-

.gates this runaway thermal transient or the phenomena that

might be involved with it. If we take the near-surface instability
theory as an example, drying of the macrolayer on a thick highly
conductive heater, such as copper, some small ‘‘epsilon’’ time
just before bubble departure does not result in a thermal run-
away (see Unal et al., 1992). Ultimately, the surface does not
care because the dry time is small compared with the wet time,
and significant heating of the surface cannot occur. A similar
argument can be made regarding the far-field instability models;
however, the delay in liquid resupply argued within the model is
more than that ‘‘epsilon’’ implied by the near-surface instability
model. Fundamentally, we do not understand why, if the surface
is going to have a thermal runaway, the thermal stability of the
surface might not enter into the problem.

It has been shown fairly conclusively by several studies, be-
ginning with Berenson (1962), that all variables affecting nu-
cleate boiling influence the transition boiling region as well.
Thus, we have a situation in which some variables essentially
are viewed as being relevant in the entire portion of the boiling
curve from low-heat-flux nucleate boiling through the transition
boiling region, except at one point in between (i.e., at CHF ).
This seems physically unrealistic. Because CHF occurs as the
upper limit of the nucleate boiling region, it is reasonable to
expect that the different physical phenomena involved in the
nucleate boiling region should interact such that CHF results.
A realistic CHF model would be one that is a natural outcome
of the description of the high-heat-flux nucleate boiling region.
One possible hypothesis would be that basic information cur-
rently accepted as being pertinent to the nucleate boiling pro-
cess, and not to the CHF, rightfully should be important in
CHEF as well. Even if CHF were purely the consequence of an
instability, this does not necessarily mean that it cannot account
for possible nonhydrodynamic effects. The conditions that lead
to instability could be determined in part by nonhydrodynamic
factors relevant to the high-heat-flux regime.

The relevant elements (features and phenomena) of the over-
all problem can be classified under three broad categories: those
that characterize the heater side, those that characterize the fluid
side, and those that characterize the heater-fluid interface. There
also could be interactions among various elements, both within
a category and across categories. As a result of such interactions,
modeling CHF in reality is a conjugate problem, unlike the
more simplistic scenario envisioned by either the original far-
field instability model or the more recent near-surface instability
model. To focus our effort better, we will concentrate on the
simplest configuration—saturated pool boiling on horizontal
flat heaters (see Fig. 1). If the full scope and nature of the CHF
mechanism are to be understood, we must first identify the
individual effects and then examine the interactions. We will
explore our perspective of these issues further in this paper.

We first will look at the individual features and then discuss
the consequences of the interactions among them. Experimental
techniques that have been and could be used to clarify various
effects are discussed. In the end, development of better mecha-
nistic models can be achieved only by obtaining further experi-
mental data to clarify the issues we discussed above. Improved
analytical or numerical models will eventually help the practic-
ing engineer to design boiling systems with better efficiencies
and eliminate the need to use unduly high factors of safety in
the design.

AUGUST 1995, Vol. 117 / 559
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Fig. 1 The conjugate problem in saturated pool boiling CHF on flat heaters

III Heater Side Influences

Figure 1 shows the heater characteristics that we will discuss
here. We will divide those further into two rather broad subcate-
gories: one associated with the boiling surface and the other
characterizing the heater in general.

(A) Microgeometry of the Heater Surface. The main
surface characteristics are: (1) the density and distribution of
available cavities, (2) the shape of the cavities, and (3) the
roughness of the surface. These factors may not be independent
of each other because they are all affected by the method of
surface preparation. In boiling experiments, the heater surface
is typically prepared to varying surface roughnesses using dif-
ferent grades of emery paper or sand blasting. One open ques-
tion is whether heater surfaces with sufficiently reproducible
site densities can be made. Identical surface preparation meth-
ods (such as using the same grade of emery paper in the same
mechanical motion) are commonly used as a way to maintain
uniformity of surface characteristics from one experiment to
another. However, it is not clear if this is sufficient to maintain
uniformity in the site density characteristics. The structure of
the surface is also influenced by the method used to fabricate
the material —the structure could be very different depending
on whether the material was fabricated by forging, extrusion,
or other methods.

Determining the density and distribution of available cavities
on a heater surface is relatively straightforward. Scanning elec-
tron microscopy is one commonly used approach. It is also
important to address the issue of changes in the cavity distribu-
tion as a result of aging of the surface. Formation of oxide
layers and other such modifying influences must be tracked.

The interrelationship, if any, between the two characteristics
remains unclear. Ramilison et al. (1992) were able to show that
proper consideration of the surface roughness as an independent
variable could help in part to reconcile differences in the CHF
values obtained by several investigators. However, it is not
clear if the surface roughness is indeed an independent variable.
Further experiments are needed to verify this conclusion. In-
deed, the definition of surface roughness is itself debatable.
Surface roughness measurements obtained using profilometers
may not be an adequate description of the surface because dif-
ferent surface microgeometries could yield similar profilometer
results. This is an area where a multidisciplinary approach with
material science could prove useful.

560 / Vol. 117, AUGUST 1995

A map of all cavities present on the surface is only part of
the picture. As is well known, not all of these cavities can
become active and nucleate. The heat transfer characteristics in
the macrolayer at any heat flux depend directly on the cavities
that are active; thus, the dependence on the original cavity distri-
bution is indirect. Although active site density is recognized to
play an important role in nucleate boiling, neither the far-field
nor the near-surface instability model considers this parameter
in their descriptions of CHF. Yet if CHF is to be the natural
upper bound of the nucleate boiling regime, we should expect
the nucleation site density to be relevant in CHF as well. The
density of active cavities at any heat flux is determined by the
interaction of several phenomena. This will be discussed further
in Sec. V.B.

(B) Geometry and Material Properties. The important
characteristics under this category are: (a) heater size (length
scale), (b) heater thickness, and (c) heater thermal properties.
Heater size effects have been studied extensively and appear to be
an issue that is understood well. However, the same is not true of
thickness and thermal properties. Many studies assume isother-
mality of the heater, thus neglecting these effects. Although several
studies have shown clearly that CHF on low-thermal-mass heaters
such as thin ribbons is dramatically different from that on thicker
heaters, a common tendency has been to treat thin ribbons as special
cases—cases for which conventional CHF models fail to describe
the process adequately (Bergles, 1992).

Heater thermal properties and thickness affect the process of
heat conduction through the heater. Although individual studies
have shown the effect of heater thickness diminishing as thick-
ness increases or as conductivity increases, it is not clear how
these are related to other parameters such as the site density.
These parameters also play a role in the interactions between
the heater and fluid sides, which in turn could cause transient
activation and deactivation of nucleation sites. Such thermal
interactions among cavities have been examined for low heat
fluxes by Pasamehmetoglu and Nelson (1991) using numerical
simulations and by Kenning (1990, 1992) experimentally. Re-
cent numerical studies by Sadasivan et al. {1994) indicate that
similar interactions occur in the macrolayer region; however,
this has not been validated experimentally.

IV Fluid Side Influences

Figure 1 indicates the fluid characteristics that we will dis-
cuss, We will divide these further into three subcategories: one
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associated with the fluid properties, the other near-surface ( mac-
rolayer) characteristics, and the third characterizing the far-field
or flow pattern.

(A) Properties. Conventional hydrodynamic models of
CHF recognize the role of fluid thermodynamic properties.
These models concentrate solely on such properties and their
role in causing hydrodynamic instabilities in large vapor col-
umns over the heater. Fluids commonly used in boiling experi-
ments include water, lower alcohols, and freons. These cover a
wide range of physical properties—density ratios, latent heats,
and surface tension. The influence of these properties is well
recognized. However, their interaction with other parameters
such as wetting and site density is an area that needs to be
explored further.

Another property generally neglected is fluid viscosity, How-
ever, in experimental setups where induced convection in the
pool must be considered, fluid viscosity could become im-
portant. Differences in data among studies using the same
heater—fluid combination could result from differences in the
relative size of the heater as compared with the overall cross-
sectional dimensions of the liquid pool. Induced convective
effects on CHF have been studied by Lienhard and Keeling
(1970).

Fluid properties also play a role through their interaction with
the heater side. Features of the heater-fluid interface, such as
the contact angle, active site density, and adsorption at the
periphery of the vapor stem bases, are determined by the interac-
tion of the fluid properties with other features on the heater and
fluid sides. This will be discussed further in Sec. V.B, and the
effect of contact angle or wetting will be included at various
locations within the paper.

(B) Macrolayer. The macrolayer is present in a number
of models for pool nucleate boiling [ see Pasamehmetoglu et al.
(1993) and Fujita (1995) for reviews of present nucleate boiling
models]. Also as noted earlier, the near-surface instability
model proposed by Haramura and Katto (1983 ) is based on the
role of the macrolayer. Thus, the macrolayer is believed to be
important to the process of boiling and possibly CHF. However,
the underlying physics associated with its formation is unclear.
Currently, it appears that the formation of the macrolayer for
moderately wetting fluids may be a result of the lateral coales-
cence of bubbles before their escape from the boiling surface.
This concept has been investigated in modeling efforts by Bhat
et al. (1983), Sadasivan et al. (1992), and Shoji and Kuroki
(1994). It has been supported by experimental observations by
El-Genk and Guo (1992) and Shoji and Kuroki (1994). Al-
though this idea is certainly in its initial stages, it does suggest
one way in which active site density might play a role in high-
heat-flux nucleate boiling and CHF.

Improved characterization of the macrolayer is one area
where advances in instrumentation potentially could be used to
great advantage. Gaertner ( 1965) measured macrolayer charac-
teristics, such as vapor stem diameter and stem spacing, using
photography; such an approach clearly would have considerable
uncertainty associated with the results. It also would not provide
sufficient information on the transient nature of the phenome-
non. Dhir and Liaw (1987) deduced vapor stem and related
data from their time and area-averaged measurements of void
fraction close to the heater surface. The use of area averaging
provides only average void fraction values and precludes the
identification of local stem characteristics. Also, measurements
must be made as close to the heater surface as possible. In their
experiments, Dhir and Liaw were unable to approach closer
than 400 pm from the heater surface because of increasing
uncertainties associated with the densitometric techniques. It
currently is not clear how the densitometric measurements could
be adapted to make similar measurements closer to the heater
surface.

Journal of Heat Transfer

Theoretical analyses commonly assume a simple configura-
tion of vapor stems, such as a square grid. The actual distribu-
tion of the stems could be widely different. The main reason is
that stems are generally associated with individual nucleation
sites, and these sites typically are not distributed over the heater
surface in a regular manner. Also, the question of whether the
stem configuration in the macrolayer is a steady one or whether
it changes over time from transient thermal or hydrodynamic
interactions is an open issue.

If we are to obtain a clearer picture of the vapor stem structure
in the macrolayer, we must concentrate on making local mea-
surements. One possible way of shedding more light on the
macrolayer structure would be to use the conductivity probe
approach used by lida and Kobayasi (1970). However, instead
of focusing on the spatial variations in the void fraction and
attempting to map the void fraction profile over the entire sur-
face, it is necessary to obtain localized transient data on the
output signal of the probe at selected points very close to the
heater surface. When such data are obtained at a sufficient num-
ber of points, the transient variation of the signal at a given
point would provide information about temporal variations in
the vapor stem configuration. Obviously, the efficacy of such
an approach would depend on the ability to make the probe tips
as small as possible. lida and Kobayasi used a probe tip that
was 40 pm in diameter, which imposed a limit on how close
to the heater surface they could approach; reducing the size
further would enable data to be obtained even closer to the
heater surface. Indeed, Inada et al. (1987) used the same tech-
nique to obtain void fraction measurements within 2 to 3 pum
from the surface. Their results show that the surface void frac-
tion cannot be estimated accurately by extrapolating void frac-
tion data obtained at distances greater than 50 ym from the
heater surface. This further underscores the need for making
measurements within a few microns of the surface.

The resistance probe technique described by Ragheb and
Cheng (1979) and thermocouple probes, such as those used by
Yu and Mesler (1977) and Lee et al. (1982), also could be
adapted to detect transient variations in the void fraction close
to the heater surface. However, these microthermocouple probes
suffer from a lack of durability and tend to break frequently.
Another possibility is to adapt the fiber-optic probe method
developed by Neti et al. (1986) for use above the heater surface.
Here the limitations would be the fiber core diameter and the
coated diameter. These would have to be as small as current
technology would permit.

The role of the vapor stems on the heat dissipation process
is another issue that remains unresolved. Several analytical stud-
ies of macrolayer heat transfer (Bhat et al., 1983; Prasad et al.,
1985, etc.) neglect the vapor stems entirely. On the other hand,
the analysis of Dhir and Liaw (1987) assumes that all heat
dissipation occurs on the walls of the vapor stems. The model
of Pasamehmetoglu et al. (1993 ) found that the dominant mode
of heat dissipation is phenomena associated with the triple phase
contact line' at the periphery of the base of the vapor stems.
Several studies (e.g., Wayner and Coccio, 1971, and Wayner
et al., 1976) have shown that the triple contact line, such as is
found at the base of the stems, can act as a highly efficient
localized heat sink. This is the area where the influences of
contact angle become evident as well. Therefore, this area needs
more attention. Obviously, experimental resolution of the fine
details of the vapor stem bases would be difficult in an actual
boiling situation because of the extremely small scales involved.
However, it would be possible to gain more information on
the triple contact lines and their influence on heat dissipation
characteristics by carrying out independent experiments that
focus on the meniscus region alone. Because it is known from
boiling studies that changes in heater surface material alter the

! The reader should realize that the term *‘line’’ is used from a macro perspec-
tive. If the scale is reduced enough, the *‘line’’ is actually a contact region,
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contact angle and change the boiling curve, it would be illumi-
nating to investigate these effects in isolated meniscus experi-
ments. Such studies would help to identify the route through
which vapor stems do or do not influence the heat transfer
process.

For wetting fluids, the presence of a macrolayer or at least a
macrolayer with many stems as we tend to envision for the
moderately wetting fluids, is less clear. With a highly wetting
fluid, the discrete bubble regime of nucleate boiling extends
very close to CHF. This will be discussed briefly below as it
relates to the far field. Lateral coalescence of these discrete
bubbles is just beginning to occur at heat fluxes just below CHF
so that some coalesced bubbles as well as discrete bubbles
appear on the heater [see Tong et al., (1991) and Carvalho and
Bergles (1994)]. The importance of the macrolayer as it relates
to nucleate boiling and CHF is currently unclear for these fluids.

(C) Far-Field Flow Pattern, The far-field flow pattern
constitutes the kernel of the hydrodynamic instability model of
CHF. Zuber and others envisioned vapor flow in the far field
in the form of vapor jets or columns and postulated that CHF
occurred when these passages broke down as a result of instabil-
ities. The near-surface instability model focused on the mac-
rolayer, but the point to be kept in mind is that the far field
does enter into this model as well, through consideration of
the hovering period of the mushroom bubbles that cover the
macrolayer. The far-field flow patterns can affect the hovering
period, which in turn affects the periodicity of replenishment
of the macrolayer. In this sense, the far field is relevant in one
form or another to both the models.

The presence and role of jets and columns in the far field on
CHF need to be revisited. Are they as important as the Zuber
model postulates? Or are they as unimportant as the near-surface
instability model postulates? Also, what is the connection, if
any, between the far-field flow pattern and the behavior of the
mushroom bubbles closer to the surface?

It also must be pointed out that wettability, which may be
construed as being relevant only to near-surface models, also
may affect the far-field patterns. For highly wetting fluids, the
discrete bubble region has been observed to extend to higher
heat fluxes. Under these conditions, the far field is likely to be
still in the form of discrete bubbles with fewer coalesced bub-
bles or mushrooms. The existence of jets and columns is also
unlikely. The change in the flow pattern would appear to occur
from at least two sources. First, the highly wetting fluid has an
even more effective microlayer at the bottom of each discrete
bubble, thus requiring fewer bubbles to remove the heat when
compared with a moderately wetting fluid. Second, the bubbles
depart at a smaller size because of the decrease in surface ten-
sion associated with a highly wetting fluid. These two factors
combine to extend the discrete bubble region to higher heat
fluxes. These characteristics require further study to define the
effects of slightly decreasing wettability, or vice-versa, and the
behavior as lateral coalescence begins.

Basic experiments, such as those of Gaertner (1965), must
be repeated with modern visualization equipment and clearly
defined surfaces and boiling fluids. The fluids and heater sur-
faces should be chosen to cover a broad range of wetting condi-
tions from highly wetting to nonwetting conditions. The issue
of wettability is discussed further in the next section.

V Heater-Fluid Interface

Figure 1 shows the heater—fluid interface characteristics that
will be discussed. We will divide these into three subcategories:
one associated with the contact angle, another the active site
density, and the third characterizing the adsorption characteris-
tics.

(A) Contact Angle. A commonly used parameter to
characterize the heater—liquid interface is surface wettability.
The static liquid—solid contact angle is the popular measure of
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this parameter; more fundamental quantities, such as the spe-
cific surface energies, also could be used as a measure of the
surface wettability. The wettability of a liquid on a given heater
material depends on the properties of the heater and the liquid.

Although numerous studies have pointed out the importance
of wettability in nucleate boiling, its influence on CHF is less
clear. When studying nucleate boiling, the boiling curve usually
is observed—both the heat flux and the corresponding heater
wall superheat simultaneously—but studies of parametric in-
fluences on CHF typically focus on the heat flux alone. Thus,
the actual parametric effects on the burnout point—the heat
flux and the corresponding wall superheat—could be masked.
As an example, consider the pool boiling data of Gaertner
(1965) obtained with water and water—salt solutions. Water
has a considerably larger contact angle on the copper heater
surface used than does the water—salt solution. There is only a
small difference in the CHF values for the two cases; however,
the wall superheats at CHF differ by almost 80°C. If the site
density remains unchanged, the difference in wettability has
caused a significant change in the wall superheat at CHF but
not in the CHF value itself. This effect clearly could be masked
if the heater surface temperature were not monitored in the
experiments. This underscores the importance of also monitor-
ing the wall superheat in CHF studies.

From a practical viewpoint, another issue indicates that
greater attention should be given to the heater surface tempera-
tures. As mentioned earlier, the old notion was that all we are
interested in is how to maximize the heat dissipation capability.
However, this could change as newer applications of boiling as
a heat removal mechanism emerge. For example, in the applica-
tion area of electronic cooling, we are interested in dissipating
the heat generated while at the same time maintaining compo-
nent temperatures below acceptable levels.

There are a number of unresolved issues regarding contact
angle. It currently is not clear whether the equilibrium contact
angle is appropriate for use in typical boiling situations. Some
studies have used oxidized surfaces as a means of altering the
contact angle. Oxide films have substantially lower thermal con-
ductivity than their parent material, which could alter the ther-
mal behavior of the heater. For small oxide layer thicknesses
(on the order of a micron or so), we can expect little effect,
but if oxidation is allowed to continue for several hours (as is
the case in some studies), the thickness of the oxide layer could
be considerably higher. This could alter the thermal behavior,
especially for cavity interactions, and allow the possibility of
losing some cavities entirely. Also, if meniscus evaporation is
the dominant component of heat transfer, a static contact angle
would be the more accurate choice if the meniscus generally is
stable. If there are oscillations in the meniscus, as has been
observed in some cases by Mirzamoghadam and Catton ( 1988),
the contact line moves frequently and the dynamic contact angle
may be more appropriate. If dynamic contact angles are appro-
priate, the issue of advancing and receding contact angles must
also be considered.

(B) Active Site Density. The density of active sites on
the heater surface is affected by the interaction of several param-
eters on the heater and liquid sides, as well as the liquid—solid
contact angle. The distribution of available cavities on the heater
surface and the liquid—solid contact angle determine which
cavities potentially could activate. At the same time, the trans-
port properties of the heater affect the extent of the thermal
interaction among the cavities, causing activation and deactiva-
tion of individual cavities.

As noted in Sec. IV.B, the lateral coalescence of bubbles
from neighboring active sites appears to play a role in high-heat-
flux nucleate boiling and CHF for moderately wetting fiuids, For
highly wetting fluids, the generation of discrete bubbles with
some lateral coalescence of a limited number of bubbles appears
to reflect the active sites. A sufficiently accurate predictive capa-
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bility has not yet been developed regarding the active site den-
sity. Indeed, Rohsenow (1988) identified this to be one critical
area where further work must be done.

Only a few attempts to characterize the site density quantita-
tively have been reported so far. Gaertner (1965) used his own
measurements of site density data to propose that the site density
distribution fits a Poisson distribution. Yang and Kim (1988)
proposed that the active site density can be expressed in terms
of the cavity mouth radius and cone angle. They used a Poisson
distribution for the cavity radius and a normal distribution for
the cone angle. These approaches still require knowledge of the
average cavity density, which must be measured experimentally.

Experimental measurements of active sites in the high-heat-
flux nucleate boiling regime are extremely difficult. In the low-
flux region, the sites can be counted visually because the vapor
escape pattern is still in the form of discrete bubbles. Gaertner
(1965) used photographs of the heater surface at low fluxes to
obtain active site data. This method should remain useful for
highly wetting fluids. However, in the high-heat-flux region for
moderately wetting fluids, these bubbles merge to form large
vapor mushrooms that obscure the view of the heater surface.
Gaertner and Westwater ( 1960) used nickel salts dissolved in
water to detect the presence of nucleation sites. During boiling,
nickel was deposited on the heater surface in areas where no
active nucleation site was present.

Wang and Dhir (1991) used still pictures of a portion of the
heater surface to determine the active site density. At high heat
fluxes, they injected small quantities of subcooled water near
the surface to condense the vapor mushrooms, thus obtaining a
better view of the heater surface. However, they point out that
unless extreme care is taken, this method could lead to an under-
estimation of the number of cavities. This approach still could
give reasonable estimates of the site density. Thus, although the
numbers may not be exact, such experiments could give valu-
able information on the trends in the influence of site density
on the heat transfer.

Brown (1967) suggested that site density data could be ob-
tained indirectly by studying bubble nucleation from supersatu-
rated solutions. The advantage of this method is that gas bubbles
grow much more slowly than vapor bubbles, thus permitting
easier and more accurate counting of the sites. This approach
later was used with some improvements by Eddington et al.
(1978). However, this method has not been proved for high
heat fluxes.

Another possibility to consider is the use of artificial cavities
generated on a high-quality heater surface where the cavity
distribution would be known a priori. This would enable easier
identification of the active cavity distribution and sizes.

(C) Adsorption Characteristics. As we pointed out ear-
lier, the triple interface contact line at the base of the vapor
stems could act as localized heat sinks because of meniscus
evaporation effects. Part of the enhancement in heat transfer in
the meniscus region is ascribed to the presence of an extremely
thin adsorbed film of liquid on the heater surface. Thus, the
adsorption characteristics at the heater—liquid interface become
important. Long-range intermolecular forces significantly affect
the properties and behavior of thin films. Flow in thin films is
primarily driven by a gradient in the ‘‘disjoining pressure’’
(Adamson, 1968). The disjoining pressure is primarily a func-
tion of the film thickness, and the nature of the liquid and solid
substrate.

The disjoining pressure is related to the film thickness
through the Hamaker constant, which is a representation of the
various intermolecular forces in the liquid—vapor-solid system.
Thus, the proper consideration of meniscus heat transfer re-
quires quantification of the Hamaker constant. Currently, little
quantitative information is available on the Hamaker constant
for liquid—solid systems commonly used in boiling experi-
ments. This is exacerbated further by the fact that the evaluation
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of the constant for polar liquids such as water is considerably
more complicated than for nonpolar liquids. Lay and Dhir
(1994) had to assume a value of the Hamaker constant in their
semi-analytical model of heat transfer in the meniscus region.
Their paper did not discuss what effect this assumption has on
the results. This appears to be an area where multidisciplinary
efforts with surface chemists might prove beneficial. The need
for experiments on meniscus heat transfer already has been
discussed in Sec. IV.B.

'VI Interactions

In the preceding section, we discussed the parameters that
characterize the heater—liquid interface (see Fig. 1). These ef-
fects are determined largely by the interaction of the properties
on the liquid and solid side. Such interactions among the various
features of the liquid and the heater suggest the possibility that
CHF really is a conjugate problem requiring that both heater
and liquid side phenomena be considered concurrently. In this
section, we will examine other manifestations of the conjugate
nature of the problem.

(A) Liquid Resupply. A fundamental difference be-
tween the various possible approaches to modeling CHF is in
how each approach views the process of supply of liquid to
the near-surface region. See Sec. IV.C on fluid far-field flow
patterns.

The far-field hydrodynamic model of Zuber (1958) focuses
on a structure of large vapor columns above the heater. These
columns are assumed to feed into large vapor bubbles above
them. The implication is that although a macrolayer may exist
on the heater surface, there is sufficient space between the large
vapor columns above it that fresh liquid is able to reach the
macrolayer continuously. This continuous replenishment is an
invariant feature during the boiling process, rendering it irrele-
vant to the mechanism of CHF.

On the other hand, the near-surface instability theory of Ha-
ramura and Katto (1983) assumes that the large vapor bubbles
are fed directly from the macrolayer, and because the vapor
mushrooms are packed very closely at high heat fluxes, liquid
replenishes the macrolayer only intermittently—when one or
more vapor bubbles depart the heater region above the mac-
rolayer.

Liquid resupply to the near-surface region is dictated by the
process of vapor removal from the surface. This process is
determined by the orientation and geometry effects on the heater
side, as well as the fluid properties. This aspect also potentially
is a connecting link between the near-surface CHF models and
the conventional far-surface instability model of Zuber (1958).
Although the continuous resupply process implicit in the Zuber
model is not supported by experimental data, the vapor columns
and possible instabilities on their walls could alter the resupply
process.

As outlined earlier, several experimental studies have con-
firmed that localized dryout of the macrolayer can occur. This
is particularly true for moderately wetting fluids and suggests
that the scenario of continuous replenishment of the macrolayer
is unlikely. If liquid resupply indeed is intermittent, we must
consider the effect of intermittent resupply of liquid to the mac-
rolayer next. The nucleate boiling model of Dhir and Liaw
(1987) ignores the effect of a periodic resupply of liquid by
assuming that the thermal layer is in a steady state. But the
experimental measurements of Yu and Mesler (1977), showing
periodic drops in the heater surface temperature, suggest that
the resupply of liquid to the heater surface disturbs the entire
liquid layer. This led Pasamehmetoglu et al. (1993) to assume
that the entire macrolayer was replaced. Whether the intermit-
tent resupply of liquid causes the entire superheated liquid from
the previous period to be washed away or whether some mixing
occurs is an issue that must be resolved. One key area on which
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experimental efforts need to be focused is the issue of the dy-
namics of liquid resupply to the heater surface and the effect of
the resupply on the heater and macrolayer liquid temperatures.

The frequency of liquid resupply is related to the hovering
period of the mushroom bubbles. Experiments using heaters
with dimensions on the order of the Taylor wavelength usually
result in a single mushroom bubble over the heater at any time.
Similar experiments with larger heaters will result in multiple
mushroom bubbles over the surface and will help to identify
their effect on the liquid resupply process.

The small scales involved make it difficult to monitor the
temperatures in the entire macrolayer. However, rapid-response
temperature sensors could be used very close to the heater sur-
face to monitor the transient variation in the macrolayer temper-
ature at selected locations. The efficacy of this method would
depend largely on minimizing the size and time constant of
the temperature sensors. Fast-response thermocouples with bead
sizes on the order of 0.1 um have been developed by Williams
and Wickramasinghe (1986) using sequential deposition tech-
niques. More conventional microthermocouples have somewhat
larger bead sizes and consequently poorer response characteris-
tics. As already mentioned, these sensors have relatively poor
durability. Also, unless adequate care is taken, measurement
errors could result from convective losses from the lead wires.
In the event of macrolayer dryout at the location of the sensor,
radiation from the heater surface to the thermocouple also could
become significant.

(B) Conduction Within the Heater. The fact that heater
thermal characteristics and the physical geometry of the heater
come into play under some experimental conditions suggests
strongly that we give full consideration to the conduction prob-
lem within the heater together with the vapor flow characteris-
tics on the liquid side of the heater. This notion of a conjugate
problem flies in the face of conventional CHF models outlined
earlier. However, this is not an altogether novel idea by any
means. Over the years since Zuber's formulation (1958) of his
CHF model, there have been limited experimental data to sup-
port this notion. For example, in his 1965 paper, Gaertner found
a decrease in the slope of the boiling curve in the upper portion
of the nucleate boiling region immediately preceding CHF, He
attributed this to the formation of dry areas on the heater surface.
If dry spots play a role in CHF, then it is natural to expect that
the mechanism of CHF must involve the conjugate heat transfer
problem.

Kirby and Westwater (1965), van Ouwerkerk (1972), Tong
et al. (1991), Carvalho and Bergles (1994), and Gaertner
(1965) all observed dry areas on the heater surface. Many of
these observations, but not all, are related to highly wetting
fluids. The occurrence of dry areas has been attributed to the
localized dryout of the macrolayer. It is possible that CHF is
the consequence of the rapid growth of these dry areas as sug-
gested by several of the researchers. Unal et al. (1992, 1993)
presented numerical results to support this idea. In the absence
of adequate experimental validation, it must be considered
merely as a hypothesis at this time. However, the arguments
are physically sound; therefore, this is an area where further
experimental efforts are warranted.

If dry patches form, spatial temperature variations on the
heater surface will occur. This issue will be discussed in Sec.
VILC. If CHF is indeed connected with the formation of dry
spots or patches on the heater surface, this is a strong argument
for the idea that CHF is a natural outcome of the nucleate
boiling process. That is, dry regions form on the heater surface
in high-flux nucleate boiling, and depending on the overall con-
duction process within the heater (determined in part by the far-
field flow dynamics above the heater surface), the dry regions
interact to cause the occurrence of CHF, This suggests that
studies purportedly dealing with CHF alone actually should
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include the high-heat-flux nucleate boiling region as well in
their considerations because one is tied closely with the other.

VII Other Issues

This section will discuss issues that do not fit neatly into the
previous discussions.

(A) The Second Transition Region. As has been men-
tioned previously, Gaertner’s (1965) experiments with water
on copper heaters show a dramatic reduction in the slope of the
boiling curve in the high-heat-flux nucleate boiling region be-
fore CHF. Gaertner attributed this to the formation of dry
patches on the heater surface. This region of reduced slope of
the boiling curve, the so-called second transition region, has
not been observed consistently in all studies. For this reason,
the second transition region often has been suspected of being
merely an experimental artifact in Gaertner’s experiments (see
Dhir, 1990).

It should be noted that Gaertner’s data are not the only ones
to show a second transition region. lida and Kobayasi’s (1970)
pool boiling experiments conducted with water on a thick cop-
per 30-mm-dia heater indicated a boiling curve slope change at
high heat fluxes. The data of Katto and Yokoya (1968) and
Carvalho and Bergles (1994) also show a similar behavior.
Simon and Wu (1993) report observing similar behavior in
their flow boiling experiments; they note that the second transi-
tion region is more prominent as the heater thickness is in-
creased.

The numerical studies of Unal et al. (1992, 1993) suggested
different conditions that must be satisfied simultaneously for
the second transition region to be observed. These might serve
as useful guidelines for experimenters seeking to prove or dis-
prove the hypothesis.

The analyses of Unal et al. (1992, 1993) used experimental
data from several sources—Gaertner (1965), Gaertner and
Westwater (1960), and Wang and Dhir (1991 ). Not all of these
studies measured all the relevant parameters involved in their
calculations. For example, although Wang and Dhir measured
the contact angles, they did not report measurements of vapor
stem diameters. Gaertner (1965) reported stem diameters and
included contact angles on Teflon-coated surfaces in the discus-
sion section of his paper, but he did not report contact angle
values for his copper surfaces. Unal et al. (1992, 1993) assumed
that data for the same liquid—heater combination but from dif-
ferent sources could be adjusted heuristically to be used in their
study. This obviously increases the uncertainty in their results,
but their primary contribution is that they have shown that it is
possible to see the second transition region in some cases, yet
not see it in other situations.

These considerations suggest that it would not be prudent to
conclude that the second transition region is an artifact simply
based on the fact that it is not observed in every experiment.
A renewed experimental effort in this area with a view toward
making all necessary measurements—site density, contact
angle, and macrolayer characteristics such as vapor stem distri-
bution ‘and sizes—under the same experimental conditions
would be useful. A final conclusion on the existence of, and
the possible role of, the second transition region necessarily
would have to be deferred until such experimental data became
available. It may be worthwhile to undertake relatively simple
experiments designed to provide qualitative information on the
role of possible dry spots on the heater surface in causing the
second transition region. The simplicity or apparent lack of
sophistication in these experiments should not detract from their
usefulness.

For a moderately wetting fluid (water), Katto and Yokoya
(1968) used an interference plate at various distances above
the heater surface and postulated that the macrolayer thickness
is equal to the separation distance below which the heat transfer
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characteristics are affected by the presence of the interference
plate. This approach could be easily modified to create localized
variations in the macrolayer thickness. Instead of using a large
interference plate over the entire heater surface, as Katto and
Yokoya did, smaller plates could be positioned extremely close
to localized areas over the surface; this would, in effect, limit
liquid resupply locally and would cause the formation of dry
spots. Comparing the resulting boiling curve data with reference
curves obtained without the use of interference plates would
shed light on the role of dry spots in causing the second transi-
tion region.

As mentioned by Gaertner (1965) and supported by the re-
cent studies of Unal et al. (1992, 1993), the formation of dry
patches is related to localized dryout of the macrolayer. Intu-
itively it would seem that the formation of dry patches will
increase the spatial variations in temperature on the heater sur-
face. The macrolayer thickness ultimately is related to the local
site-density values. The issues of dry patch formation and its
role in the second transition region could be investigated using
‘‘synthetic’” surfaces prepared such that they have localized
high nucleation site densities. Comparing the boiling curve data
with reference curves again would provide information on the
role of localized high site density areas in the second transition
region.

For highly wetting fluids as studied by Carvalho and Bergles
(1994), for example, the study of the second transition region
may be somewhat easier because of the presence of many dis-
crete bubbles as opposed to the large mushroom bubbles in
moderately wetting fluids. Thus, visual means of seeing the dry
regions may be possible for small boiling surface.

For larger boiling surfaces using any fluid, the best way to
indicate the presence of dry regions may be through the determi-
nation of a significant spatial variation of the surface tempera-
ture distribution as discussed below.

(B) Importance of Temporal Variations in Surface
Temperature. Although it is intuitively clear that the heat
flux on the heater surface is of a transient nature because of the
periodic nature of the bubble formation and removal processes,
the temporal variation in the surface temperature commonly is
overlooked. Instead, the common approach is to measure a sur-
face and time-averaged temperature by some means. It currently
is clear that the controlling phenomena in nucleate boiling occur
over time scales that are on the order of tens of milliseconds.
For example, the periodic replenishment of the macrolayer, if
any, occurs at a fairly high frequency. Thus, an experiment
making only time-averaged measurements of surface tempera-
ture would not detect this, whereas a setup rigged appropriately
for high-frequency transient temperature measurements would
capture this information. Basically, we are leaving out some-
thing if we continue to look only at surface and time-averaged
values. We must begin looking at temporal variations of temper-
ature if we are to develop complete mechanistic models for
CHF and high-heat-flux nucleate boiling.

The small time scales involved in boiling phenomena necessi-
tate the use of sensors with extremely small response times.
Gatowski et al. (1989) evaluated several types of surface-tem-
perature sensor. Their results show that embedded sensors, such
as the eroding-type thermocouple, platinum thin-film resistance
sensor, and vacuum-deposited Bendersky-type thermocouples,
could be developed to have response times as low as 0.1 ms.
Such low response times make them attractive candidates for
use in heater surface thermometry in boiling experiments. Udell
et al. (1990) discuss several microsensors for thermometry that
appear to be good candidates for use in boiling studies, but such
technology appears to be in the developmental stage.

(C) Spatial Temperature Variations on the Heater Sur-
face. Associated with the issue of temporal variations in the
temperature are spatial variations in temperature. The common
tendency has been to use heaters made of highly conducting
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materials such as copper and to assume that the high conductiv-
ity will cause the heater surface temperatures to be uniform.
However, limited experimental data are available to indicate
that the instantaneous heater surface temperature could vary
over a fairly wide range in the regions close to CHF,

In Sec. VIL.A, we discussed possible ways to create localized
dry areas on the heater surface. If the heater in these experiments
is instrumented with fast-response thermocouples or vapor-de-
posited film-resistance thermometers at several locations on the
surface, a comparison of the transient temperature data at points
within and outside the potential dry areas will provide informa-
tion on the extent of spatial variations in temperature and pro-
vide information on whether dry patches form on the heater
surface.

Raad and Myers (1971) used liquid crystals coated on the
back of a steel heater plate and observed that there are signifi-
cant temperature variations across the heater. If dry areas are
formed, as observed by Gaertner (1965) and others in experi-
ments with thick copper plates, it is quite likely that there could
be fairly significant spatial temperature variations on the sur-
face. Also, as suggested by several studies (Judd and Lavdas,
1980; Shoukri and Judd, 1978; Sultan and Judd, 1978), the
continuous activation and deactivation of individual nucleation
sites could lead to spatial surface temperature variations on the
length scale of the spacing between nucleation sites.

Kenning (1990, 1992) analytically showed that spatial varia-
tions in the temperature as a result of interactions between
individual nucleation sites could be on the same order as the
surface superheat. Pasamehmetoglu and Nelson (1991) investi-
gated the interaction between individual sites by looking at the
conduction problem within the heater numerically. They found
that even in the case of copper, there can be fairly significant
nonlinear interaction effects, depending on the spatial distribu-
tion of the cavities.

The detection of such small-scale temperature variations is a
rather formidable task, especially in the case of heaters of large
thicknesses. This is another area where experimental efforts
need to focus. Although a transient surface-temperature map of
the entire heater surface is most desirable from the point of
view of detecting both spatial and temporal variations, obtaining
such a map by experimental means is a formidable task. Liquid
crystal thermography has been used by Kenning (1990, 1992)
and Watwe and Hollingsworth (1994) to map surface tempera-
ture. However, this method can be used only with sufficiently
thin heaters. Even for thin heaters, current technology in liquid
crystals does not permit measurements much above surface tem-
peratures of 100°C, although this upper limit of operating tem-
peratures can be expected to increase over time. The response
time of the liquid crystal coating is another limiting factor in
such experiments.

For obtaining an overall picture of the surface temperature
variations, an alternate approach would be to instrument several
sensors on the surface and monitor their output. Yu and Mesler
(1977), for example, obtained local surface temperature data,
but their experiments focused on a single point on the heater
surface and did not include monitoring of the variations in
temperature over the heater surface. Using similar sensors at
multiple points on the surface would be helpful. However, such
an approach should be coupled with visual information to iden-
tify liquid-side behavior or with a very large number of point
measurements to provide a sufficient ensemble.

Traditionally, temperature measurements are made in a time-
averaged sense (as in the case of thermocouples located at
points) or in a volume-averaged sense (as in cases where known
resistance-versus-temperature relationships of the heater mate-
rial are used to determine the temperature of electrically heated
wires). One approach when using thermocouples is to locate
them at various depths from the heater surface and then obtain
the surface temperature by solving an inverse conduction prob-
lem. However, such an approach clearly would fail to identify
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small-scale temporal and spatial variations on the surface. Thus,
such averaged measurements may mask the real dynamics of
the boiling phenomena on the heater surface. Resolution of the
issues relating to the formation and growth of dry patches hinges
solely on the availability of detailed experimental observations
of the heater surface temperature distribution on a fine scale.
Such a detailed microscopic transient set of temperature data
also would help to establish more definitively the nature of the
second transition region.

VIII Conclusions

In this paper, we attempted to review the current state of
CHF modeling efforts by highlighting specific areas on which
we believe experimental efforts should focus to obtain an im-
proved mechanistic explanation for CHF. Traditionally, CHF
has been viewed as an independent entity and has been treated as
a purely hydrodynamic phenomenon distinct from the nucleate
boiling region. We make the case for recognizing that CHF is
the limiting point of the nucleate boiling region and must be
viewed as linked to the high-heat-flux end of the nucleate boil-
ing region. Therefore, experiments dealing with CHF actually
will be complete only if they also make measurements of the
high-heat-flux nucleate boiling region leading up to CHF. This
would, for example, help to resolve the issue of the role of dry
area formation and the second transition region on CHF, We
must begin looking at CHF in the boiling plane (g and AT)
rather than merely as a single heat-flux point. Simultaneous
measurements of heater surface temperatures are necessary.

Further, we suggest that measurements of heater surface tem-
peratures in an averaged manner (volume and/or time-aver-
aged) actually mask the dynamics of the phenomena. An im-
proved mechanistic explanation of CHF also requires that exper-
imental efforts be directed toward making high-resolution and
high-frequency measurements of the heater surface tempera-
tures. Microsensor technology appears to be one area that shows
promise in this respect. Experiments also should look at eluci-
dating the role of liquid supply to the heater surface and how
this affects the transient variation of heater surface temperatures.
Experiments designed to make transient local point measure-
ments of surface temperature and near-surface vapor content
will help in developing a clearer picture of the characteristics
of the macrolayer.

From our perspective, the areas on which future experimental
efforts should focus are as follows:

¢ Heater Surface Physical Characteristics: Identifying
the available cavity distribution before the experiments.

¢ Active Site Distribution: With knowledge of the avail-
able sites, developing noninvasive site counting methods,

¢ Macrolayer Characteristics: Measuring both the tempo-
ral and spatial characteristics of macrolayer at distances
of less than 10 um from the surface; understanding its
relationship to CHF.

* Contact Angle Effects: Identifying the appropriate mea-
sure of wettability to be used—static versus dynamic
angles, advancing vs receding angles,

¢ Liquid Resupply Effects: Measuring transient variations
in temperature on the heater surface and in the macrolayer
region to clarify resupply characteristics. Identifying the
effect of multiple mushroom bubbles on resupply by
means of experiments with larger heaters,

* Heater Conduction Effects: Measuring temporal and
spatial variations in the heater surface temperature; clari-
fying the formation and behavior of surface dry areas in
the second transition region and immediately before CHF.,

¢ Heater Surface Rewetting Characteristics: Investigat-
ing the relation between rewetting temperature and con-
tact angle for different heater—liquid combinations cov-
ering a wide range of contact angles.
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In closing, we would add two final notes. First, this paper has
been limited to the case of saturated pool boiling on a horizontal
flat surface. However, we believe this discussion provides the
basic structure (see Fig. 1) for extension into other situations.
For example, flow affects the vapor removal mechanism and
therefore liquid resupplied to the heater surface. Crossflow over
a tube geometry produces one characteristic whereas flow along
a tube produces another. Second, in the past we have looked
for a single model, either the far-field instability model or the
near-surface model, to apply in all situations. However, in this
search for a ‘‘unified’’ model, have we failed to recognize the
possibility that different phenomena might control in different
situations? The conjugate problem has a number of phenomena
within it.
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The objective of this paper is to present experimental evidence of the wave nature of

heat propagation in processed meat and to demonstrate that the hyperbolic heat con-
duction model is an accurate representation, on a macroscopic level, of the heat con-
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a part of the work different thermophysical properties are also measured. The measured
temperature distributions in the samples are compared with the Fourier results and
significant deviation between the two is observed, especially during the initial stages
of the transient conduction process. The measured values are found to match the theo-

retical non-Fourier hyperbolic predictions very well. The superposition of waves oc-
curring inside the meat sample due to the hyperbolic nature of heat conduction is also
proved experimentally.

Introduction

The traditional Fourier heat conduction equation implies an
infinite speed of propagation of the thermal wave, indicating that
a local change in temperature causes an instantaneous perturba-
tion in the temperature at each point in the medium, even if the
intervening distances are large. To consider the finite speed of
wave propagation, a damped wave model is proposed in the lit-
erature by using a variety of reasonings and derivations. Its de-
velopment is presented in detail in the review articles by Joseph
and Preziosi (1989, 1990). According to this formulation, the
heat flux equilibrates to the imposed temperature gradient via a
relaxation phenomenon characterized by a thermal relaxation or
thermal characteristic time. From the point of view of heat trans-
fer in materials with nonhomogeneous inner structures such as
biological materials, the thermal characteristic time can be de-
fined as the time necessary for accumulating thermal energy re-
quired for propagative heat transfer to a particular point in the
medium ( Kaminski, 1990). The value of this characteristic time
is of importance since conduction processes that occur for time
periods of the order of the thermal characteristic time may exhibit
significant non-Fourier behavior.

Many studies in the literature have considered mathematical
solutions to a variety of problems via hyperbolic conduction
models (Joseph and Preziosi, 1989, 1990; Wiggert, 1977; Kim
et al., 1990; Rastegar, 1989; Kar et al., 1992). Thermodynamic
validity of the hyperbolic equations and the range of parameters
where non-Fourier considerations are important have also been
recently considered (Lavine and Bai, 1994; Vedavarz et al.,
19944, b). The thermal characteristic time for meat products was
estimated to be on the order of 20—30 seconds ( Kaminski, 1990)
but its value has not been measured. In addition, no work is
reported that directly validates the hyperbolic nature of heat con-
duction in biological materials by comparing experimentally ob-
served temperature or flux distributions with the non-Fourier pre-
dictions. Recently Tzou (1992) compared the wave solution for
the temperature rise induced by a propagating crack tip in steel
with the experimental results obtained by Zehnder and Rosakis
(1991) to conclude the wave nature of heat conduction,

Four different experiments are reported here for different kinds
of boundary conditions. The temperature histories of thermocou-
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ples embedded in the samples are recorded and the experimental
results show instantaneous jumps in temperatures when the heat
waves reach the thermocouples. The phenomenon of superposi-
tion of waves occurring due to two heat waves approaching each
other from two sides is verified. Both addition and subtraction of
waves is observed. By comparing the experimental temperatures
with theoretical predictions, the hyperbolic model is shown to be
a valid macroscopic representation of the heat transfer in bio-
logical materials. The corresponding thermal characteristic time
is found to be approximately 16 seconds. This large value of the
characteristic time has significant implications in the modeling
of many bio-heat transfer processes, especially in those that occur
for short durations such as laser surgery.

Experiments Conducted

The value of the thermal characteristic time 7 can be calculated
theoretically for solids such as metals and dielectrics when the
dominant heat carriers are either electrons or phonons ( Ashcroft
and Mermin, 1976; Vedavarz et al., 1994a). While there is no
experimental method to measure the thermal characteristic time
directly, the value for processed meat and other bio-materials can
be found by measuring the thermal diffusivity and the penetration
time. The penetration time, ¢,, is the time required for the thermal
wave to reach the specified location x, within the medium. This
implies that the velocity of the propagating wave can be deter-
mined as follows:

(1)
By knowing the wave velocity, the value of 7 can be determined

from the following relation ( Kaminski, 1990):

o
T==.

(2)

=

Here a = k/pC, where « is the thermal diffusivity, « the thermal
conductivity, p the density, and C the specific heat. To calculate
the thermal characteristic time for the processed meat, k, p, C,
and v are to be measured.

The values of the different thermophysical parameters ascer-
tained experimentally, including their uncertainties, are shown in
Table 1. Thermal conductivity is determined by measuring the
steady-state axial temperature gradients across cylindrical metal-
lic bars of known thermal conductivities between which the sam-
ple is inserted. The temperature distribution is kept one dimen-
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sional by insulating the outer cylindrical surfaces of the bar and
the sample. The specific heat of the sample is measured by a
Differential Scanning Calorimeter ( Du Pont Instruments, Module
910 attached with 9900 computer model) over the temperature
range of 5 to 30°C. The density is measured by measuring the
mass of the sample by a sensitive mass balance and the volume
of the sample.

The data acquisition (Model, HP 3497A) used is set on 0-0.1
V range with 53 digits resolution, implying least count of 1 pV,
which corresponds to 0.025°C when a T-type thermocouple is
used. The data acquisition is calibrated against a function gen-
erator to study its response compared to the various applied
pulses. Different pulses such as square wave and sinusoidal are
applied and the output of the data acquisition is found to match
well with the input signal of the function generator, which is also
observed with an oscilloscope. All experiments use copper-con-
stantan (T-type) thermocouples having wire diameter of 0.127
mm (0.05 in.) and a bead diameter of approximately three times
the wire diameter. The thermocouples are individually calibrated
against an alcohol-in-glass thermometer (having +0.05°C un-
certainty ), which ensures an accuracy of +0.15°C.

The four different experimental configurations and their
boundary conditions are schematically depicted in Fig. 1. The
processed meat (bologna) samples are in the shape of finite cyl-
inders of approximately 10 cm (4 in.) diameter. The samples are
well insulated on all sides (except on the planar sides, which are
in contact with each other) to prevent any radial heat flow. Ade-
quate pressure is applied to ensure that perfect contact is estab-
lished between the thermocouples and the samples and between
the different contacting samples. High thermal conductivity
grease is applied at the interfaces of contacting samples to elim-
inate the effect of thermal contact resistance. The thermocouple
beads are also coated with thermal grease to enhance contact.
The thermocouples are inserted radially so that the leads follow
an isothermal path to minimize conduction losses. All the ther-
mocouples are connected to a computerized data acquisition sys-
tem. The samples that need to be cooled for establishing different
initial temperature conditions are refrigerated along with the in-
sulation and the embedded thermocouples to prevent any thermal
inertia effects at the initial stages of the experiment. Each exper-
iment is conducted a minimum of three times and the data are
reported for one since the deviation between different runs is
not phenomenologically significant and the experiments are
repeatable. It is ensured that sufficient time elapsed between
each experiment so that no temperature gradients are present in
the sample.

As a validation of the experimental setup and data collection
and processing, two identical aluminum samples ( whose dimen-
sions are the same as those of the meat samples) at different
temperatures are brought in contact with each other. The mea-
sured temperature profiles match the Fourier predictions within
the experimental uncertainty of the thermocouples ( +0.2°C).

Experiment I. This experiment is conducted to show that
heat waves take a finite time to reach a particular point inside the

Table 1 Experimentally measured properties of processed meat

Table 1. Experimentally measured properties of processed meat.
Variable Value Units

Thermal conductivity 0.80 £ 0.04 W/mK
Density p 1230+ 10 kg/m®

Specific heat C 4,66+ 0.20 KxgK
Thermal diffusivity ¢~ 1.40x1077 £ 0.12x107  ml/s

meat sample contrary to the instantancous heat propagation as
predicted by the Fourier model. Two identical meat samples at
different initial temperatures are brought into contact with each
other. One sample is refrigerated to 8.2°C and the other is at room
temperature of 23.1°C. Thermocouples are embedded in the cold
sample and in the room temperature sample at distances of 6.6
and 6.3 mm, respectively, from the interface of contact. Ther-
mocouples are also placed at the interface of the two samples.

Experiment II. This experiment is performed to demonstrate
the wave superposition phenomenon (addition ) occurring when
two waves traveling toward each other meet within the sample.
Three samples are brought into contact, two large refrigerated
ones at 8.5°C and one thin room temperature sample of 17.4°C,
so that the thin room temperature sample is sandwiched between
the two large refrigerated ones. The room temperature sample,
which is between the two cold samples, is much less in thickness
than the cold samples to ensure that the heat wave has sufficient
amplitude even after traversing the entire thickness of the thin
sample. Thermocouples are placed at the interface of the cold
and room temperature samples, as well as inside the samples.
The thermocouple inside the room temperature sample is at a
distance of 3.8 and 5.7 mm from the top and bottom cold samples,
respectively.

Experiment III. This experiment is also performed to show
wave superposition ( subtraction) by using a setup similar to that
in the previous experiment, but with initial temperatures selected
to cause wave subtraction in the middle sample as opposed to
wave addition in the previous experiment. The three samples
arranged in the large-thin-large sequence are initially at 24.1°C,
14.3°C, and 6.2°C, respectively. The thermocouple inside the
middle sample is at a distance of 3.2 and 7.2 mm from the top
and bottom interfaces, respectively.

Experiment IV, This experiment also shows that heat waves
have finite propagation speed (cf. Experiment 1). A cold meat
sample is brought into contact with a warm constant temperature
aluminum plate as depicted in Fig. 1(5). The sample along with
the insulation is first refrigerated to 8.1°C, which is lower than
the temperature of the constant temperature plate maintained at
28.2°C. The temperature of the plate is controlled by circulating
a coolant through a pipe network attached to the back of the plate.
The coolant temperature is maintained by a constant temperature
bath. Thermocouples are placed within the sample at distances
of 6.6 and 14.0 mm from the contacting surface, and at the con-

Nomenclature
C = specific heat T = temperature x = nondimensional space coordinates
d = nondimensional thickness v = propagation wave velocity V = gradient
D = dimensional thickness x = space coordinate )
h..w = dimensional thermal contact con- x, = specified location Subscripts
ductance a = thermal diffusivity ¢ = cold temperature sample
g = heat flux § = nondimensional time f = Fourier
@ = nondimensional heat flux # = nondimensional temperature i = initial
R = nondimensional contact resis- k = thermal conductivity m = medium temperature sample
tance p = density r = room temperature sample
t = time 7 = thermal characteristic time ref = reference temperature
f, = penetration time
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Fig. 1{b) Schematic of the experimental conditions for Experiment IV

tact interface. The constant temperature plate also has many ther-
mocouples embedded in it to monitor the plate temperature. The
penetration time and propagation wave velocity is measured in

/
)

the same manner as the experiments above.

Theoretical Profiles

Defining nondimensional variables as

r-T,

9:___)
T — T,

o

glar x

k(T =T’ Jor

the hyperbolic conduction equation and the energy equation in a
one-dimensional coordinate system are written as (Cattaneo,

1958; Joseph and Preziosi, 1989)

o Tox T ax Tar

Here @ is the nondimensional temperature, Q the nondimensional
heat flux, { the nondimensional time, x the nondimensional space
coordinate, ¢ the time, x the space coordinate, T the temperature,
q the heat flux, T, the reference temperature, T; the initial tem-
perature, k the thermal conductivity, C the specific heat, p the
density, « the thermal diffusivity, and 7 the thermal characteristic

2 2 w0,

time of the processed meat.

The boundary and initial conditions used for obtaining the
theoretical temperature profiles corresponding to the different ex-
periments are shown in Figs. 1(a) and 1(5). In all the cases
considered, the temperatures at large distances from the interface
(| x| — =) are taken equal to the corresponding initial tempera-
tures. The temperature at the interface of contact between differ-
ent samples is initially the mean of the adjacent samples, and for
Experiment IV the interface temperature is taken as the temper-
ature of the plate Tj,.. The theoretical hyperbolic temperature
profiles corresponding to the boundary and initial conditions of

* the different experiments conducted are obtained by the method
of characteristics using Eq. (4). Details of the method are not
presented here for brevity and can be found elsewhere (Wiggert,
1977). The theoretical nondimensional Fourier temperature pro-
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files for the specified experiments are given as (Carslaw and
Jaeger, 1959)

X
8, = erfc [—:l 5
! ZJZ
Ti+ T

Tt :__2_ (I, Tu = plate (IvV), (5)

8, = erfc [ dz:/.fx ] + erfe [ dz}g'x] .

T{':' + Tﬂ'
Tn.'l' =S Ae (]l]; (6)
2
6, = erfc [d+ X] + Ta 7'""erfc [——-—d - X] ;
ZJE 'rn' - T;m' ZJE
T =T—%T— am, (7)

where d = DIar represents the nondimensional thickness of
the sample sandwiched between the other two semi-infinite sam-
ples.

§

e i e
Expt |- Room Temp. & Cold Temp. Sample in Contact |
)(p = 6.3 mm (in room temp. sample from Interface

=
@
=)

Fourler
Experimental —

Non-dimensional temperature (T-Tri)f (Tref- ri)
o o e o
=) s 8 =

o
8

10 15 2 25
Non-dimensional time (t/7T)

Fig. 2(a) Experimental resuits of nondimensional temperature versus
time for Experil t 1, for th yuple at x = 6.3 mm
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Fig. 2(b) Experimental results of nondimensional temperature versus
time for Experiment |, for thermocouple at x = 6.6 mm
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Fig. 3(b) Experimental results of nondimensional temperature versus
time for Experiment li, for thermocouple at the interface of cold and room
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Results and Discussion

The results of the experiments described above offer compel-
ling evidence of the wave nature of heat conduction in processed
meat (bologna), The fact that a finite time occurs before the
thermocouples embedded within the media register any temper-
ature deviations, and that the temperature changes abruptly, in-
dicate a wave behavior of the conduction mechanism in such
material. These phenomena are clearly evident from the experi-
mental data of Figs. 2-5. The superposition phenomenon of
waves, which occurs due to two heat waves approaching from
each other, is also experimentally verified as shown in Figs. 3(a)
(addition of wave amplitudes) and 4 (subtraction of wave am-
plitudes).

The value of thermal characteristic time 7 has been evaluated
experimentally by noting the instant ¢, at which the imposed tem-
perature boundary condition causes the thermocouples located at
x, to display a significant deviation (i.e., greater than its uncer-
tainty ) from the initial temperature. Equation ( 1) then determines
the propagation velocity v and, along with the values of ther-
mophysical parameters of the sample, the thermal characteristic
time is obtained via Eq. (2). The uncertainty in the thermocouple
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reading is £0.2°C, and the corresponding uncertainty in the ther-
mocouple position and time readings are 0.3 mm and 0.5 second,
respectively. The thermal time constant of the thermocouple is
on the order of 0.05 second (Figliola and Beasley, 1991). Using
Eqs. (1)—(2) and applying the uncertainty analysis, the value of
7 obtained is in the range of 15—17 with an uncertainty of +2.1
seconds ( 13.6 percent). The results of the various experiments
are tabulated in Table 2. However, it is worth mentioning that
out of 38 experimental plots, 28 showed consistent penetration
time f,, 4 showed temperature jumps less than 0.2°C but consis-
tent t,, 2 showed large irregular jumps but consistent f,, and 4
showed no jump in temperature.

The theoretical hyperbolic curves in Figs. 2-5 have been gen-
erated by the method of characteristics using the mean value of
the experimentally determined values of 7, along with the other
measured properties presented in Table 1 and 2. The theoretical
Fourier curves are obtained via Egs. (5)—(7).

The results for Experiment [ are shown in Figs. 2(a) and 2(b).
The experimental temperature profiles from thermocouples em-
bedded in both the cold and room temperature samples exhibit
strong non-Fourier behavior. In case of Experiment I, the results
of the thermocouples inside the room temperature sample and at
the interface of the cold and room temperature samples are re-
ported in Figs. 3(a) and 3(b). The experimental data for the
thermocouple in the middle sample, Fig. 3(a), clearly show two
temperature jumps associated with the two wave fronts that orig-
inated from the two interfaces. The presence of the two jumps
cannot be explained by classical Fourier theory and is only pos-
sible if the heat propagation is via heat waves and the jumps are
a manifestation of the addition of the two positive amplitude
waves via superposition. After the heat wave from one side
reaches the point where the thermocouple is placed, it causes a
jump in temperature, but the heat wave from the other end has
not reached the point. The temperature then continues to increase
until a second jump in temperature takes place when the heat
wave from the other end of the sample reaches the point where
the thermocouple is placed inside the room temperature sample.
After that, the temperature continues to rise due to the combined
effect of two waves. The result of the thermocouple placed at the
interface of the cold and room temperature samples is shown in
Fig. 3(b). The interface temperature attains the intermediate tem-
perature (T,; + T,;)/2 at the instant of contact and stays constant
at this value until the wave generated by the other interface
reaches it. At that instant the temperature exhibits a sharp jump
and subsequently varies in accordance with hyperbolic wave pre-
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Fig. 4 Experimental resuits of nondimensional temperature versus time
for Experiment lll, for thermocouple at x = 3.2 and 7.2 mm from interface
of room temperature and cold temperature samples, respectively
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Fig. 5(b) Experimental results of nondimensional temperature versus
time for Experiment IV, for thermocouple at x = 14.0 mm

dictions. Results similar to Fig. 3(a) for the thermocouple em-
bedded in the middle sample are obtained by Experiment III, the
difference being the subtraction of waves due to the superposition
of a positive and a negative amplitude wave. These experimental
results, presented in Fig. 4, cannot be explained via Fourier the-
ory and are matched only by the hyperbolic non-Fourier model.

Experiment [V, which is different from the previous ones by
virtue of the different technique for introducing the jump bound-
ary condition, is examined in Figs. 5(a) and 5(b). The previous
experiments relied on the contact between different temperature
meat samples to establish the required boundary condition, while
Experiment IV uses an aluminum plate that is maintained at a
constant temperature via a flow circuit. In Fig. 5(a) for Experi-
ment IV, there is a difference between the experimental data and
the theoretical hyperbolic heat conduction curves for the ther-
mocouple at x = 6.6 mm. The main problem with this experiment
is the inability of the cooling mechanism to instantaneously attain
a constant interface temperature between the meat sample and
the aluminum plate. During the initial phase of the experiment it
is found to be 4-5°C less than the set constant plate temperature.
But as time increases, the interface temperature attains that of the
specified constant temperature aluminum plate. The experimental
data and the theoretical hyperbolic curve match for the thermo-
couple at x = 14.0 mm as shown in Fig. 5(b). This is because
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Table 2 Experimentally measured values

Table 2. Experimentally measured values,
Expt. TC X 1 T

# {mm) (secs) (secs)
1 1 6.3 in room temperature sample 67 15.8
2 6.6 in cold temperature sample 2 16.6
o 1 3.8 from top cold sample, 1st jump 40 155
5.7 from bottom cold sample, 2nd jump 59 15.1
9.5 from top cold sample at interface 99 15.2
11 1 3.2 from room temperature sample, lst jump 33 14.9
7.2 from cold temperature sample, 2nd jump 76 15.6
v 1 6.6 from aluminum plate 70 158
2 14.0 from aluminum plate 145 15.1

Mean Value of © = 15.5 £ 2.1 seconds (uncerainty = + 13.6%).

the initial deviations of the surface temperature from constant
temperature conditions have a lesser influence on the thermocou-
ple further away from the interface due to larger elapsed time as
compared to the thermocouple closer to the surface. This is in
contrast to Experiments I, II, and III where the theoretical and
experimental curves are better matched due to the fact that the
interface temperature attains a constant value virtually instanta-
neously at contact since both cold and warm samples have the
same thermal properties. However, the results of the two ther-
mocouples in Experiment IV also show abrupt jumps in temper-
ature and the value of 7 obtained from these jumps matches that
of the previous experiments. The results of Experiment IV are
being presented to show that different techniques yield similar
results.

Some possible mechanisms affecting the interpretation of the
results within the context of traditional Fourier analysis are ex-
amined next. The first is the consideration of thermocouple error.
The conservative estimate of uncertainty in the temperature mea-
surement is +0.2°C (indicated by the error bars of 0.4°C in the
corresponding graphs) and that in the time is 0.5 second. Since
the measured temperature jumps are consistently much higher
than the uncertainty (except for thermocouples placed at large
distances from the boundaries where the jump is approximately
twice the uncertainty), thermocouple error can be ruled out as a
source of the observed trend. In addition, the thermal time con-
stant for the thermocouple is approximately 0.05 second. A sec-
ond consideration is the effect of thermal contact resistances
within a Fourier framework. The jump in temperature that takes
place inside the sample may appear to occur due to thermal con-
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T N i Experimental Data (Expt I, X_= 6.3mm)
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Fig. 6 Effects of thermal contact resistance on Fourier profiles for ther-
mocouple at x = 6.3 mm, for Experiment |
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Fig. 7 Results for Experiment V for a thermocouple at x = 5.3 mm in
room temperature sample for two raw pork meat samples in contact (sim-
ilar to Experiment I)

tact resistance at the interface. Figure 6 shows the effects of ther-
mal contact resistances on Fourier profiles for one such thermo-
couple position at x = 6.3 mm for Experiment I. The theoretical
Fourier profiles for the case of two semi-infinite medium in con-
tact with each other having a thermal contact resistance at the
interface are generated using the solution given as (Carslaw and
Jaeger, 1959)

9, = erfe [ﬁf] - exp(if—e + é—z) erfc [ﬁf + %] , (8)

where

K

J;;ht‘{llll .

Here R is the nondimensional contact resistance and h.,,, the di-
mensional contact conductance (inverse of thermal contact resis-
tance ). The results for a given thermocouple location of this so-
lution for various nondimensional contact resistances and the ex-
perimental results shown in Fig. 6 depict the fact that the jump
in temperature that occurs inside the sample cannot be explained
by a thermal contact resistance at the interface.

R= (9)

Conclusions

This paper demonstrates experimentally that the macroscopic
description of the transient heat conduction processes in biologi-
cal materials is accurately described by a non-Fourier damped
wave model rather than a Fourier model. While the actual mi-
croscopic description of the conduction processes may be rep-
resented by more complicated models, the present hyperbolic

Journal of Heat Transfer

non-Fourier description is appropriate for describing macroscop-
ically the transient conduction processes in processed meat.

The definitions of the measured thermophysical properties re-
quired by the model, such as density, specific heat, and thermal
conductivity, remain unchanged from their classical definitions
and their magnitudes are obtained by the standard techniques.
The values of the thermal characteristic time required by the
mode] are obtained by using these thermophysical properties.

The results and findings presented in the paper have a tremen-
dous impact on the modeling and prediction of bio-heat transfer
and lay the foundation for further analyses that will yield better
predictive tools for heat and mass transfer processes in complex
biological systems. The use of the hyperbolic model of heat con-
duction, along with the measured values of the thermal charac-
teristic time, for analyzing heat transfer in processed meat (bo-
logna) shows significant difference from traditional Fourier-
based results. This indicates that the use of traditional analyses
may not be accurate for modeling and predicting heat transfer
phenomena in bio-systems. Further research is needed to analyze
different kinds of materials, such as the results presented in Fig.
7 for raw pork meat (Experiment V), to establish the effects of
hyperbolic conduction in practical applications.

References

Asheroft, N. W., and Mermin, N. D., 1976, Sofid State Phyvics, Saunders Pub-
lishing, Philadelphia, PA.

Carslaw, H. §., and Jaeger, J. C.. 1959, Conduction of Hear in Solids, Oxford
Science Publications, pp. 60-90.

Cattaneo, C., 1958, **A Form of Heat Conduction Equation Which Eliminates
the Paradox of | s Propagation,” Comptes Rendus, Vol. 247, pp. 431
433.

Figliola, R. 5., and Beasley, D. E., 1991, Theary and Design for Mechanical
Measurements, Wiley, pp. 141178,

Joseph, D. D., and Preziosi, L., 1989, **Heal Waves,'" Reviews of Modern Physics,
Vol. 61, pp. 41-73.

Joseph, D. D., and Preziosi, L., 1990, **Addendum to the Paper Heat Waves,”
Reviews of Modern Physics, Vol. 62, pp. 375-391.

Kaminski, W., 1990, **Hyperbolic Heat Conduction Equation for Materials With
a Nonhomogencous Inner Structure,” ASME Journat oF HEAT Tiansier, Vol,
112, pp. 555-560.

Kar, A., Chan, C. L., and Mazumder, J., 1992, **Comparative Studics on Non-
lincar Hyperbolic and Parabolic Heat Conduction for Various Boundary Conditions:
Analytic and Numerical Solutions," ASME JourNAL OF HEAT TRANSEER, Vol 114,
pp. 14-20.

Kim, W. 8., Hector, L. G., and Ozigik, M. N., 1990, *‘Hyperbolic Heat Conduc-
tion Due to Axisymmetric Continuous or Pulse Surface Heat Sources,”” Jouwrnal of
Applied Physics, Vol. 68, pp. 54785485,

Lavine, A. 8., and Bai, C., 1994, “*Hyperbolic Heat Conduction in Thin Do-
mains,"" Thernmal Science and Engineering, Vol. 2, pp. 185-190.

Rastegar, S., 1989, **Hyperbolic Heat Conduction in Pulsed Laser Irradiation of
Tissue,"” Society of Photo-Optical Instrumentation Engineers, Thermal and Optical
Imteractions With Biological and Related Compuosite Materials, Vol. 1064, pp. 1 14—
7.

Tzou, D. Y., 1992, **Experimental Evidence for the Temperature Waves Around
a Rapidly Propagaling Crack Tip,”" ASME JournaL oF Heat Transieer, Vol. 114,
pp. 10421045,

Vedavarz, A., Kumar, 5., and Moallemi, M. K., 19944, **Significance on Non-
Fourier Heat Waves in Conduction,”” ASME Journat oF Heat Transrir, Vol
116, pp. 221-224.

Vedavarz, A., Mitra, K., and Kumar, S., 1994b, **Hyperbolic Temperature Pro-
files for Laser Sutface Interactions,” Journal af Applied Physics, to appear.

Wiggert, D, C., 1977, “*Analysis of Early-Time Transient Heat Conduction by
Method of Characteristics,”” ASME JournaL oF Heat Transieg, Vol. 99, pp. 35-
40.

Zehnder, A. T, and Rosakis, A. 1., 1991, *'On the Temperature Distribution at
the Vicinity of Dynamically Propagating Cracks,”" Journal of the Mechanics and
Physics of Solids, Vol, 39, pp. 385-415,

AUGUST 1995, Vol. 117 /573

Downloaded 12 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



K. E. Goodson'
Assoc., Mem. ASME

M. I. Flik?

Department of Mechanical Engineering.

L. T. Su?

Prediction and Measurement of
Temperature Fields in Silicon-
on-Insulator Electronic Circuits

Field-effect transistors (FETs) in conventional electronic circuits are in contact with
the high-thermal-conductivity substrate. In contrast, FETs in novel silicon-on-insulator

(SOI) circuits are separated from the substrate by a thermally resistive silicon-dioxide
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layer. The layer improves the electrical performance of SOI circuits. But it impedes
conduction cooling of transistors and interconnects, degrading circuit reliability. This

work develops a technique for measuring the channel temperature of SOI FETs. Data
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agree well with the predictions of an analytical thermal model. The channel and inter-
connect temperatures depend strongly on the device and silicon-dioxide layer thick-

nesses and the channel—interconnect separation. This research facilitates the thermal

Massachusetts Institute of Technology,
Cambridge, MA 02139

1 Introduction

The performance and reliability of electronic circuits are af-
fected by temperature fields in transistors and interconnects. As
transistor dimensions decrease, thermal conduction within a few
micrometers of these heat sources governs an increasing fraction
of the transistor-to-coolant temperature difference in an elec-
tronic system. This is very important in novel silicon-on-insulator
(SOI) electronic circuits, where transistors are separated from
the substrate by a thermally resistive silicon-dioxide layer, often
fabricated by implanting oxygen ions into a single-crystal silicon
wafer. Figure 1 is a cross section of a SOI field-effect transistor
(FET), whose common dimensions are given in Table 1. Almost
all of the device power is dissipated in the channel. The electri-
cally insulating implanted layer prevents latchup between de-
vices and reduces the parasitic capacitance of the transistor due
to the substrate, facilitating faster circuits (Colinge, 1991). But
the implanted silicon-dioxide layer has a low thermal conductiv-
ity, and impedes conduction cooling of the channel through the
substrate. The SOI circuit designer must know the resulting tem-
perature rise in interconnects and devices.

McDaid et al. (1989) showed that the temperature rise de-
creased the drain current of a SOI FET for given gate and drain
voltages by assuming one-dimensional heat conduction through
the implanted layer from an isothermal FET. Goodson and Flik
(1992) predicted the temperature field in a SOI FET by treating
the source, drain, gate, and interconnects as cooling fins for the
Joule-heated channel. They showed that the temperature varies
significantly within the FET, and indicated that the temperature
rise could reduce the electromigration-limited reliability of inter-
connects. For application of SOI circuits below 77 K, e.g., in
hybrid superconductor-semiconductor circuits, phonon-boundary
scattering was shown to influence the temperature field strongly
in FETs.

Experimental confirmation of the analysis of Goodson and Flik
(1992) requires a technique for measuring temperature locally in
transistors with spatial resolution comparable to the channel
length, 2L, which can be smaller than 0.5 um. Lifka and Woer-
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design of SOI FETs to improve circuit figures of merit, e.g., the median time to failure
(IMTF ) of FET—interconnect contacts.

lee (1990) estimated the transistor-to-substrate thermal resis-
tance for SOI circuits through the local melting of a coating, an
approach that lacks the needed spatial resolution. Bunyan et al.
(1992) used noise thermometry to measure temperatures in SOI
transistors. This approach requires experimental structures very
different from those in a circuit, yielding an impact on the tem-
perature field that needs to be assessed. For non-SOI semicon-
ductor devices, Brugger (1991) and Ostermeier et al. (1992)
performed temperature measurements with submicrometer spa-
tial resolution using micro-Raman spectroscopy. But the impact
of the incident radiation on the performance of transistors is not
known. The promising method of Majumdar et al. (1993) and
Lai et al. (1993) uses an atomic force microscope to determine
local temperature fields in circuits. Future research will almost
certainly make this method effective for transistors with channel
lengths much less than 1 gm.

This work develops a technique to measure the channel tem-
perature of SOI FETs with a resolution in the direction of current
flow of 0.32 pm, the FET channel length. The gate serves as an
electrical-resistance thermometer for the channel temperature.
This approach was used by Mautry and Trager (1990) for bulk
(non-SOI) circuits, in which the characteristic length scale of the
temperature field is much larger than FET dimensions. The gate
is not isothermal in SOI circuits, in which the high thermal re-
sistance of the implanted layer causes a large fraction of the chan-
nel-to-coolant temperature difference to occur within transistors.
In the present work, thermal analysis yields the average channel
temperature from the electrical resistance measured along the
nonisothermal gate. Room-temperature data are compared with
predictions of the analysis of Goodson and Flik (1992). Analysis
estimates the impact of the channel—interconnect separation and
the implanted-silicon-dioxide layer thicknesses on the reliability
of FET—interconnect contacts.

This work helps to determine the effect of the implanted-layer
thermal resistance on the practical potential of SOI technology.
The experimental method developed here investigates thermal
conduction processes within and very near transistors and inter-
connects. These conduction processes must be understood before
transistor design based on thermal analysis, i.e., device-level
thermal design, can accompany traditional electrical design of
devices to yield circuits of optimal performance and reliability.

2 Thermal Analysis

SOI circuits are made of materials with very different thermal
conductivities, shown in Table 2. Goodson and Flik (1992) used
the difference in the conductivities to develop a simple thermal

Transactions of the ASME

Copyright © 1995 by ASME

Downloaded 12 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



model for thermal conduction in SOI circuits. Section 2.1 reviews
the analysis and Section 2.2 applies it to the experimental struc-
ture.

2.1 Steady-State SOI FET Thermal Model. The model of
Goodson and Flik (1992) is for steady-state FET operation,
which is the case in most measurements of FET electrical prop-
erties. The time required for steady state to be achieved is near
(d,)?/(k,/C,), where k,/C, is the thermal diffusivity of silicon
dioxide, yielding about 200 ns at 300 K. The model is also useful
for the case of steady-periodic power dissipation in clock-driven
circuits at points separated from the channel heater by at least
one thermal penetration depth. The thermal penetration depth in
the silicon source and drain is approximately (7k,/C,)'"* = 0.4
um, where k,/C, is the thermal diffusivity of heavily doped sil-
icon, and 7 = 5 ns is a typical clock period.

Heat flow from the tops of devices and interconnects is shown
in Section 2.2 to be negligible. The channel was modeled as an
isothermal heating source. This neglects the complex distribution
of heating intensity in the channel, yielding a small error in the
average channel temperature that is estimated at the end of Sec-
tion 2.1. Variations in the temperature of the substrate—silicon
dioxide interface are small compared to the channel-temperature
rise. This interface was assumed to have the uniform tempera-
ture T},

The source, drain, gate, and interconnects were modeled by
Goodson and Flik (1992) as one-dimensional cooling fins for the

ALUMINUM
INTERCONNECT

THERMAL AND CV
SILICON :

IMPLANTED
DI
3 PRIy S LA

U DRAI

Fig.1 Cross section of a silicon-on-insulator (SOI) field-effect transistor

(FET)

channel, arranged as shown in Fig. 2. The heat loss per unit fin
length was assumed to be hyw, (T, — Ty), where T is the local
fin temperature and w/ is the fin width'in the direction normal to
heat flow. The heat transfer coefficient is h, = Wk, /d,,, where d,,
is the thickness and k,/d,, is the inverse volume resistance of the
silicon-dioxide layer beneath, The dimensionless function ¥ was
derived by Goodson and Flik (1992) to account for two-dimen-
sional conduction in the silicon dioxide. The function depends

Nomenclature
A = area, m’ k. = channel thermal conductivity, wy = fin width in X-Y plane,
A, = fin cross-sectional area, m? Wm'K"' m
a = characteristic length of test k, = thermal conductivity of silicon w,; = channel width in ¥ di-
structure, m dioxide, W m™' K rection, m
C = specific heat at constant vol- k. = thermal conductivity of lightly w,. = separation between
ume per unit volume, doped silicon, Wm™' K™! channel and gate con-
Jm* K L, = separation between gate and tacts in ¥ direction, m
¢, = specific heat at constant pres- metal interconnect, m w,, = width of metal intercon-
sure per unit mass, J kg™' K! L, = half-length of gate in X direc- nect in ¥ direction, m
d = layer thickness, m tion, m X = coordinate in plane of
d. = total thickness of thermally L, = half-length of interconnect be- substrate, m
grown and CVD silicon diox- tween devices in X direction, Y = coordinate in plane of
ide, m m substrate, m
d,, = thickness of silicon-dioxide MTF = median time to failure, s Z = coordinate normal to
layer between gate and chan- m = (hlkd)'? = inverse thermal plane of substrate, m
nel, m healing length of fin, m™' Z,, Z,, Zx, Z, = constants, Egs. (1)—(4)
d, = thickness of implanted-silicon- P = device power, W B = coefficient of thermal
dioxide layer, m P, = time-averaged device power, expansion, K™
d,, = thickness of silicon dioxide be- W € = emissivity
tween fin and substrate, m R. = channel-to-substrate thermal p = viscosity, kg m ' s
E, = electromigration activation en- resistance = 1/G, K W' p = mass density, kg m™’
ergy, J R.; = electrical resistance of gate in g = Stefan-Boltzmann con-
Fi(Y) = shape function for temperature Y direction, 2 stant = 5.67 X 107"
distribution in gate RAT) = gate-electrical-resistance cali- Wm?2K™*
G = channel-to-air thermal conduc- bration function, 2 7 = clock period, s
tance, W K™ T = temperature, K ¥ = two-dimensional con-
£ = acceleration due to gravity, T. = average channel temperature, duction function
ms? K )
h = heat transfer coefficient, W T(Y) = gate temperature distribution, Subscripts
m K" K d = property or dimension
I, = drain current, A AT, = average lemperature rise in of source and drain
I; = gate current, A gate, K f = property or dimension
J = current density, A m™* T = mMaximum interconnect temper- of fin
K. = electromigration constant, s ature, K g = property or dimension
k = thermal conductivity, Ty = substrate temperature, K of gate
Wm'K' Vi = voltage drop along gate, V m = property or dimension
k; = Boltzmann constant = Vgs = gate-source voltage drop, V of metal interconnect
1.38 X 102 JK ! Vps = drain-source voltage drop, V o = property or dimension

1 =
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air velocity, m s

! of silicon dioxide layer
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Table 1 Common dimensions of SOl FET devices and those of the test
structures used here

Table2 Thermal conductivities of SOI circuit materials. These values are
discussed in Section 2.2, The channel thermal conductivity was not used

by Goodson_and Flik (1992), but is needed in Section 3.2 for the analysis
Dimensions In FET In Test of the experimental data.
(um) Structure (um)
Thermal
; . . - Region or Material conductivity at
implanted-SiO, thickness, d,, 0.4 0,293 - 0.503 Component Ty =303 K
additional-SiQ; thickness, d. 0.60 0.60 (Wm! K1)
interconnect thickness, dy, 0.5 L
device thickness, dy 0.08 0.041 - 0.177 substrate single-crystal silicon, ko= 148"
gate thickness, dg 0.30 0.29 3 x 10'% boron atoms cm-3
gate-channel separation, dg, 0.0055 0.0055 channel single-crystal silicon ko= 148"
: : 6 x 10'7 boron atoms cm-3
ch l-interconnect separation, Ly 0.5 0.8-38 : s P
w source and single-crystal silicon, kq=
gate half-width, L, ('}:'.25 0;:)6 draint % 1O e s i@
i i 8
device width, wy . gate polysilimn, kg - 30-"‘
channel-gate contact separation, w, 2 2 1 x 1029 arsenic atoms cm-3
interconnect aluminum, ko = 239"
| mass-percent silicon
only on the ratio of the width of the fin and the thickness of the SOl implanted silicon dioxide, k, = 1.40"*"
thermally resistive layer below the fin. The values of ¥ used here layer implanted
range thween 1.016 and 1.028 for conduction fmm the source other silicon dioxide, o= 1.40"""
and drain, between 1.051 and 1.064 for conduction from the in- insulating layers | thermally grown and CVD
terconnects, and between 2.349 and 2.925 for conduction from
the gate. The largest Biot numbers for the test structures in the . . _—
present manuscript, dyhy/ k;, where k,and d, are the fin conductiv-  Touloukian et al, (1970) *Tai et al. (1988) “"Sugawara (1969)

ity and thickness, are 0.028 for the source and drain fins, 0.029
for the gate fin, and 0.00782 for the interconnect fins. The fin
thermal healing length is 1/m = (kA//hw;)""?, where k and A,
are the thermal conductivity and cross-sectional area of the fin.
The distance from a heating source over which the fin tempera-
ture recovers to the substrate temperature is of the order of the
healing length. The healing lengths are 1/m,, = (k,d,,/h,)'"* ~
7 pm for the interconnects, 1/m, = (k,d,/h,;)'"* ~ 1 um for the
source and drain, and 1/m, = (k,d,/h,)""* ~ 1.5 um for the gate.

The length in the X direction of the contact between the in-
terconnect and the drain is approximately 3 pm. Because this
length is substantially smaller than the healing length of the
interconnect fins, Goodson and Flik (1992) neglected the dif-
ferent heat transfer coefficient between the interconnect and the
substrate over this length. A single fin is used for the intercon-
nect and the contact region with the heat transfer coefficient
that prevails when the interconnect is above the thermal and
CVD silicon-dioxide layers. This slightly overestimates the
thermal resistance between the channel and substrate, but sub-
stantially simplifies the analysis.

The width of the interconnect, source, and drain fins in the ¥
direction, 10 pm, is larger than the healing length in these fins.
This makes possible significant temperature variation in this
direction, which is not considered by the present fin analysis.
Temperature variation due to conduction from the sides of these
fins is small because the thermal resistance for conduction by a
unit area through one healing length in the fin, approximately
(dy,d;)'"*/(k,k;)'"?, is much smaller for each fin than the ther-
mal resistance for conduction from a unit area of the fin side to
the substrate, approximately d,,/k,. But temperature variation
in the Y direction due to conduction through the gate fin is
significant. The error is estimated using an analytical solution
to the three-dimensional thermal-conduction equation in the im-
planted silicon-dioxide layer and the channel, source, and drain.
The difference between the conductivity of the channel and that
of the source and drain is neglected and the source and drain
fins are assumed to be very long in the X direction. Heat gen-
eration in the channel is modeled using a uniform heat-flux
boundary condition at the top surface of the channel. Heat loss
to the gate is modeled using a heat flux condition from the top
of the channel near the edge, w, — d, = | Y| = w,. The average
channel temperature rise is slightly larger than those calculated
by neglecting temperature variation in the ¥ direction in the
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channel, which is the approximation of the simple multifin anal-
ysis used in this manuscript. The relative error in the predictions
given here is less than 3 percent for a channel width w, = 0.3
pm and less than 7 percent for w, = 10 um.

The devices were assumed to be in an infinite linear array,
each connected by an interconnect of length 2L,,, and each dis-
sipating the same power P. This idealization resulted in an esti-
mate of the worst-case temperature distribution in a real circuit
for a given value of the device separation, 2L,,. It yielded the
two planes of symmetry shown, which were adiabatic bounda-
ries. The temperature and location in the interconnect are given
by T, and the parameter x,,, in the drain by 7, and x,, and in the
gate by T, and x,. The parameters x,,, x,, and x, are not related
to the coordinates X, Y, and Z. The channel temperature is T,
The gate is separated from the channel by a silicon-dioxide layer
of thickness d,, = 5.5 nm, whose thermal resistance is negligible,
yielding T,(x, = 0) = T.. The fin equations were solved by
requiring temperature continuity and energy conservation at the
fin interfaces, yielding

Tm - 7‘“ = ZI cosh lmm(Lm - (I)

(2)

Xu)]
T, — Ty = Zy exp[myx,] + Z; exp| —myx,]

PLANES OF
SYMMETRY 1 _ -~

Fig. 2 Geometry of the thermal model of a SOl FET (Goodson and Flik,
1992)
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(3)

The variables Z,, Z,, Z,, and Z; were determined by solving a
set of four simultaneous algebraic equations, given in matrix
form by Goodson and Flik (1992). The channel temperature is
T, =T/ (x,=0)=2Z, + Ty. The maximum temperature in the
interconnect, at the interconnect—device contact, is T, =
T,(x, = 0) = Z, + Z; + Ty. The channel-to-substrate thermal
resistance is R, = Z,/P.

The isothermal-channel approximation does not account for
the strong spatial dependence of the rate of heat generation in the
channel (e.g., Ostermeier et al., 1992; Fushinobu and Majumdar,
1993). The greatest error occurs when the transistor is saturated,
which results in heat generation predominantly near the channel -
drain interface. An upper bound for the error is estimated using
the fin method of Goodson and Flik (1992) and the assumption
that all of the heat generation occurs within a region at the chan-
nel—drain interface of length in the X direction two orders of
magnitude less than the channel length, L,/50. Conduction to the
gate and the difference between the channel thermal conductivity
and that of the source and drain are neglected. This approximate
analysis of the error yields a highly nonuniform channel temper-
ature rise. But the average channel-temperature rise differs by
less than 0.5 percent from that predicted by assuming an iso-
thermal channel. The analysis of Goodson and Flik (1992) is
therefore appropriate for predicting the average channel temper-
ature rise, which is measured by the experimental technique de-
veloped here. In contrast, this analysis of the error shows that the
isothermal-channel approximation results in a significant under-
prediction of the temperature rise of the drain—interconnect con-
tact. For L, = 0.5 and 1.5 pm, the relative errors are 13 and 11
percent, respectively.

The analysis neglects thermal boundary resistances. Goodson
et al. (1994) measured the effective thermal conductivities for
conduction normal to the implanted silicon-dioxide layers in the
present study bounded below by silicon and above by aluminum.
The data agree closely with the conductivity of bulk silicon di-
oxide, making a significant thermal boundary resistance between
the implanted layer and the silicon dioxide unlikely. Data are
needed for the boundary resistance between the buried silicon
dioxide and the silicon device, as well as the resistances at the
boundaries of the thermally grown silicon dioxide. Goodson et
al. (1993) measured the effective conductivities for conduction
normal to chemical-vapor-deposited layers fabricated using the
same method as those in the present study. They obtained upper
bounds for the thermal boundary resistance between the alumi-
num and the silicon dioxide that would not significantly change
the values of A, for the interconnects in the present work. The
thermal resistances that impede conduction from the channel to
the gate and from the source and drain to the interconnects are
unknown. If significant, these resistances will cause the analysis
here to underpredict the channel-to-substrate thermal resistance.

Ty~ Ty = Z,expl—mx,]

2.2 Application to the Experimental Test Structure

Thermal Conductivities. Table 2 gives the thermal conduc-
tivities used in the model. Goodson et al. (1994) measured the
thermal conductivity of implanted-silicon-dioxide layers in SOI
wafers near room temperature. The data agreed within the ex-
perimental error with the value recommended for bulk amor-
phous silicon dioxide (Sugawara, 1969), so the bulk value is
used here. The bulk value is also used for thermally grown silicon
dioxide, supported by the data of Goodson et al. (1993). The
thermal conductivities reported for chemical-vapor-deposited
(CVD) silicon-dioxide layers do not agree, but are in general
less than the bulk value ( Schafft et al., 1989; Brotzen et al., 1992;
Goodson et al., 1993). Due to the lack of a consensus among the
data for CVD silicon-dioxide layers, the bulk value is used in
this case as well. The resulting error is very small because the
thermal resistance of the implanted silicon-dioxide layer is much
more important than that of the CVD layers.

Journal of Heat Transfer

The source and drain are single-crystal silicon doped with ap-
proximately 1 X 10* arsenic atoms cm™, The most appropriate
existing data are for bulk single-crystal silicon doped with 1.7 X
10" phosphorus atoms cm " (Touloukian et al., 1970). There
are no thermal conductivity data available for the gates in the
present research, which were polysilicon heavily doped with ar-
senic atoms. Tai et al. (1988) and Vélklein and Baltes (1992)
measured thermal conductivities near 30 W m~' K ' in polysil-
icon layers heavily doped with phosphorus. The data are consis-
tent with the thermal diffusivity data of Mastrangelo and Muller
(1988), also for phosphorus-doped polysilicon layers. The con-
ductivity k, = 30 W m' K™' is used here. The conduclivity
above 300 K of silicon with less than 10'* dopant-atoms em™*
differs little from that of intrinsic silicon (Touloukian et al.,
1970), which is used for &, and k, here. The thermal conductivity
of aluminum layers containing 1 mass percent of silicon has not
been measured directly, The thermal conductivity calculated us-
ing the Wiedemann-Franz law (Kittel, 1986) and the electrical
resistivity measured here of these layers is within 4 percent of
the thermal conductivity recommended for bulk aluminum ( Tou-
loukian et al., 1970), so the bulk value is used here.

The substrate temperature during the measurements was T, =
303 K, and the largest channel temperature was T, = 403 K. The
thermal model in Section 2.1 neglects the temperature depen-
dence of the thermal conductivities of the SOI FET materials.
This is a good approximation between 303 and 433 K for silicon
dioxide and aluminum, whose bulk thermal conductivities vary
by less than 13 and 2 percent in this range, respectively. But the
thermal conductivity of the heavily doped silicon source and
drain varies more significantly in this temperature range. To help
overcome this difficulty, the temperature (T, + T,)/2, averaged
for all of the data, is used when interpolating .

Dimensions. Figure 3 compares the experimental test struc-
ture with a FET device. The measured dimensions of the test
structures are given in Table 1. The interconnect lengths are very
long compared to 1/m,,, so that L,, = = is used. The gate of the
FET in the test structure extends out from both sides of the chan-
nel to interconnect contacts in the Y direction. This results in a
plane of symmetry normal to the Y axis, i.e., an X—Z plane, at ¥
= 0. The temperature field in each half of the test structure
is predicted by the thermal model. The thermal analysis is ap-
plied using w, = (Wi ewwrucwore/ 2 Wir = (Wa et strveruee/ 2, and P =
(P ]l\:al .w'll'llrlum-‘lz-

a) FET DEVICE.

b) TEST STRUCTURE.
Fig. 3 Top views of: (a) FET device; (b) test structure
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Parameter Uncertainties. An uncertainty in the predictions
of the thermal analysis results from the use of parameters, e.g.,
thermal conductivities and dimensions, which may differ from
those in the test structure. This uncertainty is estimated using the
sum-of-squares technique (e.g., Holman, 1984) and the analyti-
cal model. The largest expected error is =10 percent. The un-
certainties in k, and d, are the largest contributors.

Heat Transfer to Ambient Air. The test structure is exposed
to ambient air, but heat transfer to the air is neglected. This is
Jjustified by the small value of the channel-to-air thermal conduc-
tance compared to the channel-to-substrate thermal conductance,
which is predicted in this work to be 1/R. ~ 0.5 — 2 X 1074
W K '. The channel-to-air thermal conductance is of the order
of that from an isothermal disk of radius @ on the boundary of a
semi-infinite medium of conductivity k, G = 4ak (Carslaw and
Jaeger, 1959). Using a = w,/2 and the room-temperature con-
ductivity of air yields G = 5.2 X 107 W K~'. An order-of-
magnitude analysis of the momentum equation estimates the air
velocity near the device due to buoyancy forces (Rohsenow and
Choi, 1961), v = pga’B(T. — T,)/ p, where g is the acceleration
due to gravity, and p is the density, p is the viscosity, and g ~
1/T, is the approximate coefficient of thermal expansion of the
air. Using room-temperature properties and 7, — T, = 130 K
yields v = 6.6 um s ~'. The thermal conductance contributed by
the air motion is of the order of G = vra’pc, = 6.2 X 107"
W K ', where ¢, is the specific heat per unit mass at constant
pressure of air. The thermal conductance due to radiation is of
the order of G = 4ecT A, where e is the emissivity of the surface,
o is the Stefan—Boltzmann constant, and A is the area of the
emitting surface. Using ¢ = |1 and A = 7 a® yields G =
5.0 % 10" W K" at room temperature.

3 Channel-Temperature Measurement Technique

This section describes the technique for measuring the channel
temperature of SOI FETs. Section 3.1 describes the apparatus
and the general procedure, and Section 3.2 calculates the channel
temperature from the measured gate resistance. Section 3.3 de-
termines the experimental uncertainty.

3.1 Apparatus and Procedure. Figure 3 shows the exper-
imental structure. The electrical resistance of the gate depends
strongly on temperature. It serves as an electrical-resistance
thermometer. The calibration measures the gate electrical resis-
tance, R;, as a function of temperature when there is no drain
current, ie., when the gate is isothermal, yielding
[R6(T) Jurivraion - The substrate temperature is controlled using
a Temptronic Model TP38B chuck, a copper disk with a di-
ameter of 88.9 mm and a thickness of 19.1 mm, to which the
wafer is secured by suction. A thermocouple with one junction
soldered to the chuck surface measures the chuck temperature.,
The chuck is maintained at the temperature T, and the gate
resistance is measured for varying values of the drain-source
voltage drop, V)5, and the gate-source voltage drop, Vs, i.e.,
for several different device powers, P = I,V,s.

The average gate temperature is defined as that of the gate
segment whose resistance is measured, i.e., the segment between
the voltage contacts. The average channel temperature is 7.,
which is shown in Section 3.2 to be very well approximated by
the average temperature of the gate segment over the channel.
The average gate temperature considers the gate segments not
over the channel heater, and is less than T,. The FET gate-tem-
perature variation is more important in a SOI wafer, where most
of the temperature drop occurs within a few micrometers of the
channel due to the implanted layer, than in a normal substrate,
where the temperature-drop length scale is the thickness of the
substrate, i.e., a few hundred micrometers. This temperature vari-
ation must be considered when calculating T, from R,;.

3.2 Temperature Distribution in the Gate.
perature variation in the Y direction is

The gate tem-
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Te(Y)=T, + AT F(Y) (4)

where AT, is the average gate-temperature rise from 7, and
F;(Y) is a shape function of average value unity that is defined
for |¥| < w, + w,/2. For each measured R, AT,; is determined
iteratively using

et 2 ] dY
R(S = [R(_.-( T[} + AT(:FG(Y)}Iu:illhq:uiun {5)

2w, + wy

R

The thermal resistance of the silicon-dioxide layer between the
channel and gate, d,,.,/(2L,w.k,) = 1.2 X 10" K W ', is small
compared to the thermal resistance for conduction along the gate
to the contact in the ¥ direction, w,/(2L,dk,) = 7.31 X 10° K
W ', This means that the channel- and gate-temperature distri-
butions are almost identical for | ¥| < w,/2. The average channel

temperature is
i dY
T.=T,+ f ATGFa(Y)—

w2 Wy

(6)

The channel-to-substrate thermal resistance is R, = (T, — T,)/P
= (T, — To M IVps).

Two shape functions are now developed, from which Egs. (5)
and (6) yield upper and lower bounds for ., for a given R;. Each
shape function must be even, due to the test-structure symmetry
about Y = 0, and continuous. Because of the large width in the
X direction of the gate-interconnect contacts, 4 ym, compared to
the gate width, 2L, = 0.32 um, the contacts are very nearly iso-
thermal at the substrate temperature, 7). This yields the boundary
conditions F(Y) = 0at ¥ = *(w, + w,/2). For a given R;, T,
calculated using Eqgs. (5) and (6) increases with the difference
between unity and the average of F;(¥) over —w,/2 < ¥ < w,/
2, i.e., with the assumed difference between the average gate and
channel temperatures. Shape LB assumes a linear temperature
profile in the gate segments not over the channel, which neglects
conduction down through the buried silicon-dioxide layer, and
an isothermal channel. Both assumptions underestimate the dif-
ference between the average channel and average gate tempera-
tures, yielding a lower bound for T,. Shape LB is

Wy + 2w, Wy
; = — Y| <« —
Fe() wy + w, ¥l 2 )
wy + 2w, w, + w,/2) — |Y
FG(Y}z[w;+wj|[( J{w) | ”’
o [ (3
Wy Wi
= + —
> < |Y| <w, > (8)

An overestimate of the difference between the average gate
and channel temperatures requires an overestimate of the tem-
perature drop between the center and the edge of the channel in
the Y direction. This is calculated by isolating the channel and
gate from the source and drain, in which thermal conduction
reduces the channel-temperature variation in the ¥ direction. The
gate and channel are grouped together as a composite fin, which
meets a fin of different internal properties and heat transfer co-
efficient at ¥ = w,/2. Solving the heat equation in the two fins
yields shape UB, which has a larger average in the channel region
than shape LB. Values of 7. — T, calculated using shapes UB
and LB differ by less than 8 percent, and the simpler shape LB
is used here, Eqgs. (7) and (8). This function does not describe
the temperature distribution in the channel. Rather, it is a shape
function which, when used in Eqgs. (5) and (6), yields a value
for T. close to the average channel temperature. The difference
between the upper and lower bounds is used in the experimental-
uncertainty analysis.

3.3 Experimental Uncertainty. The uncertainty in
R. = (T. — T,)/P has three significant, independent com-
ponents: (a) There is a relative uncertainty of 4 percent in
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Fig.4 Channel-temperature data for SOl FETs with varying device thick-
nesses, compared with data for a bulk (non-SOIl) FET

T. — T, due to the error in the substrate-temperature change
measured by the chuck thermocouple (Goodson et al.,
1994). (k) A relative uncertainty of 6.6 percentin 7. — T
is due to the measurement of Rg;. (¢) A relative uncertainty
of 8 percent in T, — T, is due to the approximate shape
function for the temperature profile in the gate, as shown in
Section 3.2. The total relative uncertainty in R, is =11 per-
cent, determined using the sum-of-squares technique (Hol-
man, 1984).

4 Results and Discussion

Section 4.1 compares data for the channel-to-substrate thermal
resistance of SOI FETs with predictions of the thermal analysis
of Section 2. The thermal analysis is used in Section 4.2 to es-
timate the influence of the implanted silicon-dioxide layer on the
reliability of highly integrated SOI circuits.

4.1 Channel-to-Substrate Thermal Resistance. Channel-
temperature measurements are performed on SOI test structures
with varying values of L,, d,, and d,. Test structures fabricated
from bulk (non-SOI) wafers are measured for comparison. The
device voltages satisfy 0 V < Vj,y; <3 Vand V5 =2 V and 2.5
V, which are typical operating conditions. The device powers
vary between 3 and 14 mW, and the values of 7. — T, vary
between 5 and 130 K. The power dissipated in the gate electrical-
resistance thermométer is at least two orders of magnitude
smaller than the device power.

The channel-to-substrate thermal resistance, R,., varies by less
than the experimental uncertainty for varying powers from a sin-
gle device, as shown in Fig. 4 for three SOI devices and one bulk
device, i.e., a device fabricated in a conventional wafer, which
lacks the implanted silicon-dioxide layer in SOI wafers. The data
for each device for varying powers fall near a line originating at
P = 0and T, = 303 K, whose slope is R,.. Values of R, for the
SOI devices are as much as 10 times larger than R, for the bulk
device, due to the thermal resistance of the implanted silicon-
dioxide layer. The value of R, decreases with increasing SOI
device thickness, d,. In Figs. 5 and 6, each data point is the
average of the values of R, measured in a single test structure.
Uncertainty bars are only given for selected data to avoid clut-
tering of the figures. Each data point is the average of the values
of R. measured in a single test structure. Uncertainty bars are
only given for selected data to avoid cluttering of the figures.

Figure 5 shows that the sensitivity of R. to the device thickness
is predicted by the thermal model of Section 2. Increasing d,
reduces the channel temperature for a given power. The param-
eters k, and d, are not independent, but always appear as a prod-
uct in the solution for the temperature distribution (Goodson and
Flik, 1992). Thus, the channel temperature is also sensitive to
k,, which depends on the doping level in the source and drain.
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Fig.5 The channel-to-substrate thermal resistance, R., as a function of
the device thickness

The agreement is excellent considering the uncertainties of the
thermal conductivities and dimensions used in the analysis. Sec-
tion 2.2 estimated that the potential relative error in the predic-
tions due Lo these uncertainties is =10 percent. The differences
in the experimental data at device thicknesses near 45 um in Fig.
5 do not indicate a poor repeatability of the experimental method.
Each data point is for a different experimental structure. Because
R, depends sensitively on the structure dimensions, the uncer-
tainty in the measurement of structure dimensions can yield data
on a single graph that are apparently inconsistent when only the
uncertainty in the measurement of R, is considered.

Figure 6 shows the dependence of R, on the implanted-silicon-
dioxide layer thickness. The data support the predictions of the
model, and indicate that R, is as sensitive to d, as it is to d,. This
is in contrast to the predictions of McDaid et al. (1989), whose
model assumed that R, is independent of d,. By modeling one-
dimensional conduction in the implanted-silicon-dioxide layer,
these researchers predicted that R. = d,/(Ak,), where A is the
device area in the X -Y plane. This neglects the spreading of the
temperature profile into the source and drain fins with increasing
d,, and is not consistent with the data. This can be remedied by
a simple scaling analysis. The area in the source and drain with
significant temperature rise is of the order of A = 2w,/m,;, where
the thermal healing length 1/m, is approximately (k.d,d,/k,)'"*.
Using R, = d,/(Ak,) with this expression for A yields
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which is in qualitative agreement with the data in Fig. 6. This
shows that R, is roughly proportional to d}’?, and that the sen-
sitivity of R, to d, and d,, is similar, i.e,, halving d, and doubling

(9)
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Fig. 6 The channel-to-substrate thermal resistance as a function of the
implanted silicon-dioxide layer thickness
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d, have the same impact, if all other parameters are held constant.
Equation (9) is valid only when the thermal healing length in the
source and drain is smaller than the channel -interconnect sepa-
ration, i.e., 1/m, < L,. Otherwise, there is significant heat con-
" duction into the interconnects, which are more effective fins than
the source and drain because of their large thickness and high
thermal conductivities.

4.2 Electromigration-Limited Reliability of FET-Intercon-
nect Contacts. The FET-interconnect contact temperature in-
creases as L, is reduced, because this brings the contact nearer
to the channel heat source. This reduces the reliability of the
contact, whose electromigration-limited mean time to failure
(MTF) decreases with increasing temperature. This section es-
timates the reduction of the MTF of FET—interconnect contacts
due to the implanted layer in SOI circuits and demonstrates the
potential for overcoming this problem through transistor-level
thermal design. Electromigration is the motion of metal atoms in
the interconnect in the direction of electron flow due to electron-
lattice momentum transfer. This causes interconnect failure due
to void formation, particularly near FET —interconnect contacts,
where the flux of metal atoms diverges. The temperature depen-
dence of the MTF limited by electromigration is (e.g., Black,
1967)

MTF = K, cxp( E") (10)

kyT
where E, is the activation energy for atomic diffusion,
ky = 1.38 x 107" J K ! is the Boltzmann constant, T is the
temperature, and X, is a function of the electrical current density,
the geometry, and the microstructure and purity of the metal.
Equation (10) agrees well with data for FET-interconnect con-
tacts if E, = 0.5 eV = 8 X 1072 J is used (Chern et al., 1986).

The FET device dimensions in Table 1 are used with an in-
terconnect length between devices of 2L, = 4 pm. The FETs
experience steady-periodic heating with pulses of 1.61 W for one
tenth of each clock cycle, where 1.61 W is the steady-state power
of a SOI device with these dimensions (Woerlee et al., 1989).
The analysis in Section 2 provides a good estimate of the nearly
steady-state FET-interconnect contact temperature if the time-
averaged power is used, P,,, = 0.161 W. The resulting contact
temperature rise is less than 8 K, and depends strongly on d, and
L,. Figure 7 uses Eq. (10) to show the ratio of the MTF for FET -
interconnect contacts in a SOI circuit to that for contacts in a
bulk circuit. These predictions assume that the substrate temper-
ature in the SOI case is equal to that in the bulk case. The dif-
ference between the two contact temperatures is due to the ther-
mal resistance of the implanted silicon-dioxide layer. The MTF
increases as L, is increased, because the interconnect moves away
from the channel heater. It may be possible to improve circuit
reliability by increasing L,, but this must be weighed against the
need for compact devices. Reducing d, also increases the MTF,
because this reduces the contact temperature.

Figure 7 provides the type of information needed to make de-
cisions effectively during the design of SOI circuits, but the pre-
dictions are very approximate. Because Eq. (10) has only been
experimentally verified using accelerated testing, i.e., the use of
electrical current densities and temperatures which are higher
than those found in an operating circuit, Fig. 7 can at best show
the expected trends. In a real device, the rate of heat generation
will be greatest near the drain contact, causing this contact to
have the lowest MTF. But the isothermal-channel approximation
of Goodson and Flik (1992) yields identical temperatures in the
source and drain contacts. As discussed in Section 2.1, this un-
derpredicts the temperature rise of the drain contact by as much
as 13 percent. The resulting error in the normalized MTF in Fig.
7 is less than 10 percent.

5 Conclusions

The analysis of Goodson and Flik (1992) tends to underpredict
the data presented here, This is due in part to the assumption of
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Fig.7 Predicted dependence of the median time to failure (MTF) of FET-
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an isothermal channel, which results in about a 7 percent under-
prediction of the channel-to-substrate thermal resistance, as dis-
cussed in Section 2.1. The underprediction may be due in part to
thermal boundary resistances in the structure, which, as discussed
in Section 2.1, are not considered by the analysis. Another im-
portant possibility is that the thermal conductivities of the inter-
connects and source and drain, which have not been measured,
may be less than the bulk values used here. Better agreement will
require more research on thermal conductivities and boundary
resistances in circuits.

The mean time to failure of a circuit and the channel mobility
are important to the design of circuits. They are affected by the
channel and interconnect temperatures, which are shown here to
depend strongly on design parameters, e.g., k,, d,, d,, and L,.
Some of these parameters also affect the electrical performance
of the device directly. In order to achieve circuits of optimal
performance and reliability, design for electrical performance
should be accompanied by device thermal design, i.e., the choice
of dimensions, materials, and processing technigues that enhance
heat conduction within a few micrometers of the device. This
work provides a basis for the thermal design of SOI FETs.

This work shows that the steady-state channel-temperature rise
in SOI FETs due to Joule heating is significant. Electrical-prop-
erty measurements performed on devices in the steady state are
affected by this temperature rise due to the strong dependence of
the channel mobility on temperature. The steady-state data may
not be applicable to devices in an integrated circuit, where the
channel-heating is time dependent. More work is needed to de-
termine time-dependent temperature fields in integrated SOI cir-
cuits.
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Heat Transfer Within a Steel-
Reinforced Porous Concrete Slab
Subjected to Microwave Heating

The concrete decontamination and decommissioning (D&D) process using micro-
wave technology is investigated theoretically in this paper. A one-dimensional uniform
plane wave is assumed for the microwave propagation and the microwave field and
the power dissipation within the concrete. Also, by considering the effects of the
microwave frequencies, a one-dimensional model of unsteady heat and mass transport
in the concrete is developed to evaluate variations of the temperature and pressure
distributions with the heating time. The effects of the microwave frequency (f),
microwave power intensity ( Qo). the thermal boundary conditions on the front
wall, and the concrete porosity (¢) on the microwave power dissipation (Qgag ),
temperature (T ), pressure (P), and evaporation rate (Am) distributions are all
investigated in the present model. Finally, the effects of the presence of a steel
reinforcement and its location on the microwave power dissipation, and the tempera-
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ture and inner steam pressure distributions are discussed accordingly.

1 Introduction

Massive amounts of concrete are used for shielding in many
nuclear facilities such as reactors, canyon buildings, hot cells,
waste processing plants, etc. Many of these installations have
concrete floors that are contaminated. In most cases, only the
outer surface of the concrete, to a depth of several centimeters,
is highly radioactively contaminated. At some stage, this con-
taminated concrete layer must be removed and will require
disposal as radioactive waste. The bulk of the concrete, how-
ever, can be disposed of as nonradioactive material. To a vary-
ing extent, all currently used mechanical techniques generate
secondary wastes, such as dust or waste water in the process
of decontaminating the radioactively contaminated concrete sur-
face. Storage and recycling of these secondary radioactive
wastes also cause many other problems.

Since the first experiment performed by Watson (1968) on
concrete breaking by microwaves, a new and innovative appli-
cation for microwave technology has been extended for spalling
the radioactively contaminated concrete layer. Several groups,
Yasunaka et al. (1987) in Japan, Hills (1989) in Europe, and
White et al. (1992) and Li et al. (1993, 1994) in the United
States, have begun investigations and technology development
for this new process. Based on experiments reported by Hills
(1989) and White et al. (1992), it is generally agreed that when
subjected to microwave heating, concrete spalling is due mainly
to internal tensile stress or pressure created by the generation
of steam from the water present in the relatively impermeable
porous concrete. Therefore, the concrete spalling time (1) is
defined as the time it takes to heat the concrete until the maxi-
mum inner steam pressure equals the concrete tensile strength.

As stated, steam pressure plays an important role in concrete
decontamination. Steam generation, and therefore pressure dis-
tribution, are directly related to heat transfer and water evapora-
tion within the porous concrete materials. Harmathy (1969)
derived a set of governing equations for heat transfer with mois-
ture in porous media during the pendular state. Huang et al.
(1979) extended the Harmathy (1969) work to include the
funicular state, and predicted temperature, moisture concentra-
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1994, revision received November 1994, Keywords: Augmentation and Enhance-
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tion, and pressure distribution profiles by different theoretical
approaches. To describe the dynamic phenomena occurring in
heated materials, Wei et al. (1985a) modified Whitaker’s
(1977) derivations and applied his equations to the material
with a simple model of microwave heating (Wei et al., 1985b).

Recently, Li et al. (1993) discussed heat transfer within a
concrete slab subjected to microwave assault, limiting the heat
transfer mechanism to pure conduction. Since the temperature-
induced inner pressure and stress distributions are key factors
for spalling a concrete layer, a new theoretical model of un-
steady heat and mass transfer for solids, liquids, vapor, and air
within the porous concrete was developed by Li et al. (1994).
The results were limited in the modeling with the temperature
independent dielectric properties. In comparison to that previous
work, the temperature-dependent concrete dielectric properties
are coupled in the present analysis. Also, temperature variations
will result in changes in the dielectric properties; these changes
will, in turn, affect the microwave energy dissipation. The tem-
perature and pressure distributions obtained from the current
porous concrete model are also investigated by considering the
variations of the microwave frequency (f), concrete porosity
(¢), and the microwave power intensity (Qoav). When steel
reinforcement is present in the concrete, the microwave energy
will be blocked and additional energy will be reflected directly
from the steel reinforcement. In the present paper, the effects
of the steel reinforcement mesh within the porous concrete on
the temperature and steam pressure distributions and the corre-
sponding concrete spalling time are also analyzed.

2 Basic Assumptions and Concrete Properties

2.1 A Homogeneous and Isotropic Porous Medium.
Concrete is basically a mixture of cement and aggregate, both
of which are porous. The voids may occupy from a fraction up
to 20 percent of the whole volume of the concrete. The pores
within the cement can be classified as gel pores and capillary
pores. The average diameters of the gel pores and the capillary
pores, respectively, are 18 A and 200 A. In a macroscopic sense,
it is quite reasonable to assume that the actual pore structure
within porous concrete is uniformly distributed. Therefore, a
heat and mass transfer model for a homogeneous and isotropic
porous medium can be used in the theoretical modeling and
analysis. In this study, the solid matrix is further assumed to
be rigid and nondeformable.
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2.2 Local Thermal Equilibrium. According to studies
on concrete properties as summarized by Neville (1981), the
hydropermeability of concrete is of the order 7 X 107'® m/s,
and the total surface area per unit of concrete is of the order 4
X 10* m™". As indicated by White et al. (1992), in the concrete
D&D process, the concrete usually takes less than a minute to
break. Therefore, movement of the liquid, vapor, and air through
the concrete is very slow. In the meantime, all phases within
the concrete have a sufficiently large area to achieve equilib-
rium. Thus, it is reasonable to assume that the local thermal
equilibrium between all phases (liquid, vapor, air, and the solid
concrete matrix) is achieved instantaneously. This infers that
all thermal properties for all phases can be employed in the
calculation, and the energy equations for the solid concrete, the
liquid, the vapor, and the air can be combined in one tempera-
ture.

2.3 Dielectric and Thermal Properties. It is a well-
known fact that the concentration of ferromagnetic material in
concrete is negligible. Hence, the difference between the mag-
netic permeability of the concrete (1) and the air () can also
be neglected. The concrete dielectric permittivity is strongly
dependent on the temperature and the microwave frequency.
The dielectric constant and effective dielectric loss, €' and
€ &, Tespectively, of the concrete complex dielectric permittivity
(e = € — jely) for a frequency range of 0.896 to 18.0 GHz
and temperatures ranging from 20 to 250°C are reported by
Ebadian and Li (1992).

Since only a small amount of liquid and vapor escapes from
the concrete during the microwave heating process, the varia-
tions of p, C,, and k in the concrete are negligible, and these
values are treated as constants. Except for the dielectric proper-
ties, the same concrete properties used by Li et al. (1993), such
as concrete density (p), specific heat (C, ), thermal conductivity
(k) and tensile strength (o), are employed in this paper. The
liquid and the vapor within the concrete are considered as pure
water and water steam, respectively. Air is treated as the ideal

Nomenclature

gas in the whole process. The properties of pure water and
steam documented by Reid et al. (1987) and Haar et al. (1984 )
are applied in the computation. The related formulations were
summarized and listed by Li et al. (1994). It is further assumed
that there is no chemical reaction during the process, i.e., there
is no generation of air and other chemical components.

24 The Steel Reinforcement. In the current paper, the
steel reinforcement within the concrete is treated as a thin layer
having uniform reflection and transmission, It is assumed that
the presence of the steel reinforcement within the concrete will
not affect the previous assumptions of a homogeneous and iso-
tropic porous medium and a local thermal equilibrium. The
layer thickness is very thin and might be totally neglected in
the heat and mass transfer, but it has certain dielectric properties
that cause part of the microwave energy to be reflected. A
fraction of the reflection (/) caused by the steel reinforcement
is further assumed to be equal to a fraction of the cross-sectional
area of the concrete taken up by the steel mesh. For example,
the steel reinforcement mesh consists of steel bars or wire of a
certain diameter (d) with horizontal and vertical spaces (L, and
L,), respectively, as shown in Fig. 1. The steel reinforcement
reflection (8) equals [(L, + L,)d — d*1/(L,L,), where d =
25cmand L, = L, = 25 ¢cm, and S = 0.19.

3 The Microwave Field and Power Dissipation

The problem of concrete decontamination is related to elec-
tromagnetic fields. An accurate evaluation of the microwave
field will determine the amount of heat dissipation within the
porous concrete.

3.1 The Microwave Field. Generally, microwaves are
electromagnetic waves having frequencies ranging from 300
MHz to 300 GHz, Therefore, microwaves satisfy Maxwell’s
equation, During the decontamination process, the front surface
of a concrete slab (z = 0) is directly exposed to the microwave

C, = specific heat of the concrete,
Jkg 'K
d = diameter of the steel reinforce-
ment bar, m
E, = electric potential, V m~
E, = wave amplitude of the initial
electric potential, V.m ' m
E™, E- = complex constants, Egs. (3)
and (4) m
f = microwave frequency, s~' Hz
H, = magnetic potential, A m™'
h = heat transfer coefficient, W

m K™ S = volume saturation
Im = imaginary part of the complex s = node number where steel rein-
number forcement mesh is located

J = imaginary number = V-1
k = thermal conductivity, W K™ !
m! t = time, 8
ke.ce = effective thermal conductiv-
ity, WK~ m"

L, = distance between the vertical steel
reinforcement bars, m
N = number of divisions in the numer-
ical calculation
P = pressure, Pa Nm™
Q= mi(;rowave power dissipation, W

Qo = microwave power intensity, W
-2
Re = real part of the complex number

r = complex constant determined by
the dielectric properties, Eq. (5)

T = temperature, K, °C
T.. = ambient temperature, K, °C

V = migration velocity vector, m s
Z = field independence, Eq. (9)

e = complex dielectric permittivity =
€ — jeltr, Fm™'
€4 = dielectric permittivity of air, 8.86
X 107", Fm™!
€' = real part of the complex dielectric
permittivity, or dielectric constant,
Fm™
¢" = imaginary part of the complex di-
electric permittivity, or dielectric
loss, Fm™'
e = effective dielectric loss = ¢" + o/
w, Fm™'
n = complex constant, Eq. (5)
n' = imaginary complex constant for the
steel reinforcement layer
A\ = wave length of the microwave, m
b= ma%nelic permeability, Henries
m™', or viscosity, N s m?
Iy = Magnetic permeability of air = 4
% 1077, Henries m™"

2

3

L = thickness of the concrete, m

L, = distance between the hori-
zontal steel reinforcement
bars, m

L, = location of the steel reinforce-

ment mesh, m

Journal of Heat Transfer

z = coordinates, m

B = microwave energy reflection due
to the steel reinforcement

B, = total reflection due to the steel re-
inforcement

T" = reflection coefficient, Eq. (9)

Ah, = specil?c enthalpy of evaporation,

Tkg~

Am = evaporation rate, kg s '

p = density, kg m~

o = electric conductivity, Ohm~

a, = concrete tensile strength, Pa Nm ™2

¢ = concrete porosity

w = relative humidity of the microwave
or angle frequency = 27 f, rad s '
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Fig. 1 Geometry of the steel reinforcement mesh

source. The steel reinforcement mesh is located at a distance
(L,) from the front surface of the concrete slab with a total
thickness (L). The steel reinforcement within the concrete is
treated as an infinite thin layer, and has no dielectric loss
(edks = 0), and p, = fig . The steel reinforcement layer has a
certain dielectric constant, €,, which has a uniform reflection
and transmission. The concrete slab is further divided into N
subdivisions, and the complex dielectric permittivity, e, is as-
sumed to be uniform in each small subdivision, and is a function
of the local temperature, as well as the microwave frequency.

The general governing equation for the harmonic electromag-
netic fields in the ith (i = 0, ...,N + 1) subdivision can be
simplified as follows for the plane microwave traveling in the
z direction (Johnk, 1988; Iskander, 1992):

= —juwH, 1
% JuwH, (D
dH’,
—L = —jwEl, 2
& JwWE (2)
A general solution for these equations can be specified as:
E,=Ey (Efe™ + Eje') (3)
i Eo + 5 =" =, F
H,=— (Ele™* — E[e'?), (4)
i
in which
r=vVjwe and 7 = juwlr, (3)

where E, and H, are the electric and magnetic field potential,
; is the magnetic permeability (u; = p.. ), and € is the complex
dielectric permittivity at the ith division of the concrete. E;
and E; are the constants to be determined by the boundary
conditions. For the plane wave, electric and magnetic potentials,

Nomenclature (cont.)

E, and H,, must be continuous across the entire concrete slab.
Mathematically, this statement can be expressed as:

Ei(z,-)=Ei”(z,-) and H;(Zf)=H;TI(zi)» (6)
wherei =0,1,2,...,N.
3.2 Treatment of the Steel Reinforcement. When the (s

+ 1)th subdivision is concerned, the infinite thin steel reinforce-
ment layer is met on the left side of the division. In the sth
division, the energy reflection ratio due to the steel reinforce-
ment, | (z:)||%, has the following relation:

2

Z, =4
) B 2= || =—+
ICz)l H =t

Z:_ un

7
Z; + 14 )

2
= B,

ﬂ+(1—ﬁ)‘

in which n' is an imagined constant for the steel reinforcement.
Thus, n' can be expressed as:

_(1+B)Re(Z) = VARe*(Z)B, — (1 — B)* Im*(Z,)
1 - 16: '

r

(8)
where

E; E 1+ T (2)
[[=—=Le¥ and Z(z)=—=np ———= (9
= D= G = e @
Starting from the subdivision of N + 1 backward, all E
and E; can be calculated as Ej = 1 and Ey,, = 0.

3.3 Incident Power and Power Dissipation. Since the
frequencies of microwaves are very high (from 300 MHz to
300 GHz), the time scale of the variation of the microwave
field is much smaller than that of the temperature variation in
the concrete. One can then separate the sinusoidal variation of
the microwave with the unsteady heat transport phenomena and
use the time average of the incident power intensity (Qoavg)
and power dissipation ( 9§ v ), Which has the following relation,
as indicated by Metaxas and Meredith (1983):

Qﬂ.nvg o E%E(MONL ( 10)

and
Q:-i'.nvg = IZOTF(LJE:U‘;) Qﬂ,a\-g [REZ(E;"‘.EDJ + Imz(E;;E!})]-
(11)

It should be noted that the time-averaged microwave power
dissipation (Ql..,) is proportional to the product of the dielec-
tric loss, €.r;, and the square of the norm of the complex electric
potential (E.), while both are strongly dependent on the tem-
perature.

Subscripts p = phase, 0 = solid phase; 1 = liquid Superscript
air = air phase; 2 = vapor phase; 3 = air i = value at the i/th node
avg = time average phase
b = back surface of the concrete slab s = steel reinforcement Other
f = front surface of the concrete slab ~ Sat = saturation |E|* = norm of the complex value =
i = value at the ith node 0 = initial condition at t = 0 EE*

max = maximum value
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4 Heat and Mass Transfer

4.1 The Governing Equations. By conservation of mass,
momentum, and energy in a porous medium, the governing
equations of mass, momentum, and energy for the solid (0),
liquid (1), vapor (2), and air (3) phases can be derived by
using a volume (local) average technique. As indicated, the
concrete spalling time using microwave heating technology is
less than one minute. The time for water and vapor or air moving
between two consecutive wave peaks under a unit pressure
gradient within the concrete slab is about 8.6 X 107 s (2.4 X
10* h). Thus, the liquid, vapor, and air movement can be ne-
glected as an approximation, and only the evaporation is consid-
ered. Therefore, the governing equations for 4 one-dimensional
problem can be further simplified to the following equations as:

Mass Conservation.:

¢ _Q{S|p1)+Am=0 (12)
ot
d
¢ 5[(1—Sl)pz]—Am=0 (13)
't
D1 =syp1=0 (14)
Py 1Pl =
Momentum Conservation:
Vp:O, pz ]! 2! 3! (ls)

while the pressures of all the fluid phases can be determined
by the state equation as the functions of temperature (7') and
densities (p; ) only. Thus,

P, =f(T,p), =123 (16)
Energy Conservation:
ar o oT
— = — — | + T
(PCp}o af az (kcff 62) Qd.uvs( ] Z]’
aP,
— AmAh, + —, (17
" o 7
where
Sp=8=1-38§, (18)
3
(Pcp}u = (1 - ¢).90Cp.0 + ¢' Z Spppcpp (19)
p=1
a
keee = (1 — ‘ﬁ)ko + ‘.b Z S‘, ] (20)

p=1

in which Am is the evaporation rate during the heating process;
¢ is the porosity of the concrete system; and S, p, and V are
the volume saturation ratio, density, and migration velocity of
the different phases, respectively. Volume saturation ratio, S,
is defined as the fraction volume of each phase (liquid, 1, vapor,
2, and air, 3) in the void space. T is the equilibrium temperature,
C,o is the specific heat of the solid concrete, and k and C,
are the thermal conductivity and specific heat for each phase,
respectively. Oy, is the time-averaged microwave power dissi-
pation for all phases in the concrete, and Ah, is the water
evaporation enthalpy. Since (1 — ¢)poC,o is dominant in
(pC,)o, the variations resulting from the changes of §; and p;
are insignificant, Therefore, the initial value of (pC,), is used
in the calculation. Similar to (pC, ), the initial value of k. is
also used during the calculation.

4.2 The Constitutive State Equations. Totally, there are
four equations for heat and mass transfer in the concrete (three
for continuity and one for energy) with six unknown parameters
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(one volume saturation, three densities, one evaporation rate,
and one temperature ), while the vapor, air, and liquid pressures
are considered as dependent variables. Therefore, two more
equations are needed to determine all the parameters. In the
porous concrete, liquid pressure is assumed to be the same
as tensile stress within the solid concrete without considering
capillary pressure. This pressure equals the summation of the
vapor and air pressures as: .

P=P =P, + P;. (21)

The concrete to be decontaminated is usually more than ten
years old, and it might initially be assumed that the vapor pres-
sures (P,) within the concrete is a function of the relative hu-
midity around the concrete, which has the following relation-
ship:

Py = wPyy, (22)

where w is the relative humidity around the concrete. For sim-
plicity, saturated vapor (w = 1) is used in the analysis. In
the heating process, the fraction of the vapor phase practically
dominates the air—vapor mixture. Therefore, it is assumed that
the vapor pressure equals the saturation pressure of the vapor,
i.e., P, = P, (T) throughout the entire process.

4.3 The Initial and Boundary Conditions. The initial
conditions of all densities (p; ), liquid volume saturation (S§;),
and the boundary condition of the temperature (T), can be
specified as:

P2 = P20y P2 = Pags 81 = Sig,
T=T, and P, =P|_o at

P1 = Pros

t=0, (23)

where P, is the atmospheric pressure (101.3 kPa). All initial
conditions should also satisfy the state equations at the initial
temperature (T,) and pressure (Pyg).

In actual practice, a strong vacuum cleaner is always used
with the concrete decontamination process to minimize dust
generation. The entire area of the microwave applicator is totally
covered by vacuum cleaner. Therefore, strong convection is
involved near the surface around the microwave applicator.
Based on the structure of the applicator and the vacuum system,
it is estimated that the heat transfer coefficient around the vac-
uum cleaner (/) is about 35 W/m?K. The heat transfer coeffi-
cient on the back surface is approximately 15 W/m?K. The
boundary conditions on both sides of the concrete wall may be
approximated as:

—pViAR, + h(T — T.) — ke %Z =0, at z=0, (24)
Z

—oViAh, + hy(T — T.) + kyr (;—T =0, at z=1L, (25)
Z

where the first term is induced by the phase change on the
boundary. A and A, are the convective heat transfer coefficients
on the front and back surfaces, respectively, and 7. is the ambi-
ent temperature (7., = 20°C).

4.4 Solution Procedure. The governing equation is re-
written in dimensionless form after introducing several dimen-
sionless parameters, as performed by Li et al. (1994). The finite
difference method is then used to solve Eq. (25). To ensure
that each wavelength of the microwaves in the concrete, A =~
1/ f¥pae’] = 6.3 X 107 m for f = 18 GHz, has more than
60 subdivisions in the numerical calculation, the total subdivi-
sion number of N = 6,000 is used in the analysis.

5 Results and Discussion

From our previous investigations, it is known that the maxi-
mum temperature and pressure are located in the region near
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Fig. 2 Dimensionless power dissipation (Qu.avl/ Qoavg) Within a 0.6-m-thick concrete slab with and without steel reinforcement for different micro-
wave frequencies: (a) f = 2.45 GHz with no steel reinforcement; (b) f = 10.6 GHz with no steel reinforcement; (¢} f = 2.45 GHz with steel

reinforcement; and (d) f = 10.6 GHz with steel reinforcement

the front surface of the concrete slab. Therefore, the thermal
boundary conditions on the back surface of the concrete slab
will not significantly affect the temperature and pressure distri-
butions. In order to predict the effects of the estimated boundary
conditions, two more extreme cases (i, = « and i, = 0.0) on
the front wall were studied in addition to the case of k= 35 W/
(m?K). It is anticipated that any convective thermal boundary
condition will be between these two extreme cases. From the
precalculation, it is seen that the temperature and pressure distri-
butions for the two extreme cases of 4 = 0.0 and A, = = are
almost identical except near the front wall. It is concluded that
the effect of the thermal boundary conditions on the temperature
and pressure distributions is negligible in actual practice. There-
fore, hy = 35 W/(m’K) was used in all calculations.

5.1 Microwave Power Dissipation. In Figs. 2(g) and
2(b), the time-averaged dimensionless microwave power dissi-
pations (QuaveL/Qoa), at different heating times within the
concrete with no steel reinforcement, for frequencies of 2.45
GHz and 10.6 GHz, respectively, are presented. For the low
frequency (f = 2.45 GHz), the microwave has a very strong
capability to penetrate the concrete. Therefore, in combination
with the propagating wave, the strong reflection from the back
wall interface (concrete—air) results in a standing wave within
the slab. As a result of the dielectric loss, this standing wave
decays along the propagating wave direction. For a higher fre-
quency (f = 10.6 GHz), the wave penetration drops signifi-
cantly. When the wave reaches the back wall of the concrete,
its amplitude approaches almost zero. Thus, no standing wave
is formed within the concrete and the corresponding power
dissipation decreases monotonically. Therefore, the microwave

586 / Vol. 117, AUGUST 1995

energy almost dissipates at a distance of less than 10 cm from
the front surface for the higher frequency of f = 10.6 GHz.

It is also seen from Fig. 2 that the maximum value of the
dimensionless microwave power dissipation ( Qyavg L/ Qpavg) in-
creases with the heating time (7). As the concrete temperature
elevates with time, the dielectric constant (¢') increases, which
results in a decrease of the electric field (E,). Simultaneously,
the effective dielectric loss (e ) increases with the temperature.
The final product of the declining electric field potential (E,)
and the increase of the effective dielectric loss (e.) augments
the microwave power dissipation as the temperature rises. For
example, the maximum microwave energy dissipation for Qg
= 2.4 X 10° W/m? and for f= 2.45 GHz increases 230 percent
in a 60 second period during heating. For the higher microwave
frequencies, the microwave penetration becomes smaller, re-
gardless of how the dielectric permittivity changes. In Fig. 2(b),
the variation of the maximum power dissipation due to the
variation of dielectric properties for 10.6 GHz or higher cannot
be identified.

With the presence of the steel reinforcement, the electric field
(E,) will be altered significantly, depending on the reflection
and the location of the reinforcement (4 and L,). In Fig. 2(c¢),
the distributions of the dimensionless microwave power dissipa-
tion ( Qyave L/ Qp.ave ) Within the concrete slab for L, = 0.1 m and
different values of / at the same specified time (¢t = 15 s) are
presented, in which the cases of 8 = 0 and g = 1 correspond-
ingly represent no steel reinforcement and a perfect reflector.
When the reflection from the reinforcement increases, more
microwave energy will be dissipated between the concrete front
surface and the location of the reinforcement. In the meantime,
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Fig. 3 Variations of the pressure distribution within a 0.6-m-thick con-
crete slab for h; = 35 W/m?K and h, = 15 W/m*®K, when ¢ = 0.1 and
Qoug = 2.4 X 10° W/m?: (a) f = 0.896 GHz and f = 10.6 GHz; (b) f =
2,45 GHz and f = 18.0 GHz

the power dissipation beyond the reinforcement decreases as 3
increases. The maximum value of power dissipation ( Qyavg)max
increases dramatically in the presence of the reinforcement.
Compared to the case with no reinforcement (8 = 0.0), the
maximum power dissipation increases 57, 126, 178, 211, and
227 percent for § = 0.19, 0.4, 0.6, 0.8, and 1.0, respectively,
for f = 2.45 GHz.

Figure 2(d) represents the dimensionless microwave power
distributions for f = 10.6 GHz and L, = 0.1 mat r = 5 5 with
two extreme values of 8 (0 and 1). It is illustrated that the
presence of an extremely strong steel reinforcement, (8 = 1.0)
at L, = 0.1 m, slightly affects the distribution of the power
dissipation near the location of the reinforcement, since the
electric field ( E,) has already decayed to a very low level. Thus,
with no changes, or only slight changes in power dissipation,
the effect of the steel reinforcement on the temperature and
pressure distributions will definitely be insignificant.

5.2 Effect of the Frequency (f) on the Pressure (P) Dis-
tributions. In Figs. 3(a) and 3(5), the typical patterns of the
pressure distribution and their variation for different frequency
(f) are present. In the figures, only the distribution within part
of the concrete with a significant variation (0 < z < 0.3 m) is
plotted, while in the calculation, the concrete thickness of 0.6
m (L = 0.6 m) is used. For microwave frequencies of 0.896
GHz and 2.45 GHz, the peaks of the pressure distribution decay
slowly along the microwave propagation direction (z). As time
elapses, the temperature anywhere within the concrete rises al-
most proportionally and retains the same shape. It is also seen
from Figs. 3(a) and 3(b) that as the microwave frequency
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increases to a higher value (to 10.6 GHz and 18.0 GHz), only
one pressure peak shifts toward the front surface, similar to the
microwave power dissipation. Therefore, the pressure near the
front surface rises more quickly than that of the low microwave
frequencies, such as 0.896 and 2.45 GHz.

Figure 3 illustrates that for a microwave frequency higher
than 2.45 GHz, the pressure at a position located deeper than
0.15 m (z/L = 0.2) does not change significantly as compared
to the initial pressure (0.1013 MPa). It also shows that for the
0.896 GHz. frequency and Qg = 2.4 X 10° W/m?, the maxi-
mum pressure is still lower after 60 seconds than the minimum
tensile strength of concrete (o, = 4.0 MPa). For the 2.45 GHz
frequency, the maximum pressure takes about 65 seconds to
reach concrete tensile strength. For the 10.6 GHz frequency and
Qoave = 2.4 X 10° W/m?, it takes less than 5 seconds to exceed
this value, while for the 18.0 GHz frequency, the heating time
is reduced to less than 3 seconds to break the concrete.

5.3 Effect of Porosity (¢p). The patterns of the evapora-
tion rate (Am/¢) are similar to the corresponding microwave
power dissipations. Based on the calculation, for different val-
ues of ¢(¢p = 0.1, 0.2, and 0.3), Am/¢ is almost identical at
the same specified time for both frequencies of 2.45 and 10.6
GHz. From this we infer that the evaporation rate (Am) is
linearly proportional to the concrete porosity (¢).

The effects of concrete porosity (¢ ) on the maximum temper-
ature, the maximum pressure, and the evaporation rate (Am/
¢) with different heating times are listed in Table 1. In this
table, ¢ = 0.0 refers to the results of the solid concrete conduc-
tion model calculated by Li et al. (1993). Only the maximum
temperature is given in this column since the pressure of the
steam and air mixture is not defined within the solid concrete.
It is seen from this table that as porosity increases, the maximum
temperature and pressure decrease slightly with the same heat-
ing time for a specific value of the microwave frequency. For
higher concrete porosity, there is more void space and more
liquid phase within the concrete. Thus, more liquid needs to be
evaporated during the heating process for a specific microwave
power intensity. Therefore, more energy will be used to evapo-
rate the liquid. Table 1 shows that as the concrete porosity
varies from 0.0 to 0.3, the maximum temperature and pressure
barely change for the same heating time. In practice, the micro-
wave power intensity used for the concrete D&D process is
very high, which induces a very large energy dissipation within
the concrete. Thus, only a small extra amount of energy is
needed to evaporate the liquid as the concrete porosity varies

Table 1 Effect of porosity (¢) on the maximum temperature, pressure,
and evaporation rate (Am) at a power intensity of Oga,, = 2.4 X 10° W/
m 2

¢-0.El' $=03

$=0.1 $=02
TIme | Tz | Tam | Pau |BM: Tou | Pau |00 T | Poe |[AMAXICT
sec. | °C 'CJJmJ m§?| timl wm’:swi °C |ma||::r’:'-
{=2.45 GHz

SO | 345 | 343 ]| OA1 | 0273 | 345 | 001 | 0266 | 345 | 0.1 | 0266 |
100 | 47 | 47 | 012 | 0389 | 466 | 012 | 0389 || 466 | 012 | 0389

150 | 578 | 577 | 013 | 0566 | 577 | 0.3 | 0366 | 577 | 013 | 0368

200 | 687 | 687 | 015 | 0848 | 686 | 045 | 0847 || &6 | 0.5 | 086

150 80.1 80.1 0.17 132 801 | 017 1321 BOO | 017 1318
30.0 92.7 .7 0.21 2174 926 | 021 2.168 926 | 021 163
350 ) 1073 1073 | 027 3783 107.2 | 027 3768 107.2 | 027 3.754

400 | 1248 | 1247 | 038 | 6883 || 1246 | 0.38 | 6843 || 1245 | 038 | 6802
450 | 1960 | 1457 | 039 | 12833 || 1456 | 0.59 | 12720 || 1454 | 0.59 | 12607
7500 | 1704 | 170.1 | 098 | 23.265 || 1698 | 097 | 22970 || 169.4 | 0.97 | 22682
550 | 1967 | 1962 | 164 | 38614 | 195.7 | 1.63 | 37.043 || 1951 | 161 | 37.297

58.029 2208 259 56.710 220.1 255 55.450

600 | 2223 || 2216 | 262
L — .1
'=10.6 GHz
— - e e —— _—
1.0 700 70,0 015 1894 T0.0 015 1892 70.0 [N E] 1891
034 | 7118 | 1183 | 034 | 7094 || 1183 | 0.3 | 7069
17897 | 1646 | 087 | 177.37 || 1644 | 0.87
3§9.13 | 2091 | 209 | 38194 | 2086 | 207

40 f 2102 | 2096 | 211

842.90 | 2501 | 431 | 808.85 2500 | 4.24

50 | 2531 || 2520 | 439

“Li et al. {1993).
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Fig. 4 Variation of the pressure distributions (P) within a 0.6-m-thick
concrete slab with the steel reinforcement located atL, = 0.1 matt =
15 s, f = 2.45 GHz, and Qo = 24 X 10° W/m?

from 0.1 to 0.3. Thus, one may conclude that the effect of
concrete porosity on the temperature and pressure distributions
and their variations can be neglected during the microwave
heating process.

5.4 Effect of the Steel Reinforcement. As discussed be-
fore, for the higher microwave frequency (f = 10.6 GHz),
presence of the steel reinforcement does not affect the distribu-
tion and the variation of the microwave power dissipation within
the concrete. Therefore, for the higher microwave frequency (f
= 10.6 GHz), no further effects of the steel reinforcement on
the temperature, and thus, pressure distributions are expected.

The typical pressure distributions for f = 2.45 GHz, Q. =
2.4 X 10% W/m? with a steel reinforcement having different
values of A within a 0.6 m thick concrete slab are plotted in Fig.
4, Similar to Fig. 3, only the portion with significant variation is
plotted in Fig. 4. When different reinforcements are present,
the pressure distributions are totally different. As the value of
B increases, the maximum pressure increases, too. For example,
at t = 15 s, the values of P.. are 0.1585, 0.1848, 0.2130,
0.2470, and 0.2879 (MPa) for 8 = 0.19, 0.4, 0.6, 0.8, and 1,
respectively, while at t = 45 s, the values of Py, are 1.3361
and 3.0026 (MPa) for 8 = 0.19 and 0.4. As the value of 3
further increases, the maximum pressure already exceeds the
concrete tensile strength at ¢+ = 45 s. In addition to a rise in the
maximum pressure, the locations of this maximum pressure also
shift deeper into the concrete. This deeper location will cause
more concrete to be removed.

The concrete spalling time, with and without different steel
reinforcements (different values of 8), for f = 2.45 GHz with
Qoag = 2.4 X 10°, and for f = 10.6 GHz with Qpu, = 8.0 X
10° W/m?, is tabulated in Table 2. The experimental findings
reported by White et al. (1992) are also listed for comparison.
It is shown that with a fixed location of the reinforcement (L,
= 0.1), the concrete spalling time (z,) decreases as the value
of 3 increases. At a 2.45 GHz frequency, more microwave
energy is reflected from the steel reinforcement for a larger
value of £, thus more energy is dissipated in front of the rein-
forcement instead of passing through the location of the rein-
forcement. With a higher maximum power dissipation, the max-

Table 2 Comparison of the concrete spalling time

] Expr* | 00 | 01 | 019 ] 03 ] 04 | 06 ] 08 | 10
1, sec. for
1=2.45 GHz ~59 | 6539 | 63.98 | 5821 | 53.20 | 4898 | 4289 | 3867 | 3585
Qyg=24x10° Wim® | (p=0)
1, sec. for ~15
f=106 GHz (P<02, | 1648 | 1640 | 1638 | 1635 | 1633 | 1630 | 1627 | 1625
Qe =B0xl’ Wim? | L,>05m)

**White et al. (1992).
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Fig. 5 Variations of the maximum pressure (Pn..) and the concrete
spalling time (f,) with different reinforcement locations when g = 0.19,
f = 2.45 GHz, and Qg = 2.4 X 10° W/m?

imum temperature and pressure are initiated, hence, a short time
is required to spall the concrete. At a 10.6 GHz frequency,
nearly all the microwave energy is dissipated ahead of the rein-
forcement (L, = 0.1 m). Therefore, the presence of different
reinforcements does not change the corresponding spalling time
(t;). As an overall evaluation, the calculated concrete spalling
time (t,) agrees very well with the experimental findings.

For different locations of the reinforcement (L,), the maxi-
mum pressure ( P, ) for f= 2.45 GHz, Qo = 2.4 X 10° W/
m?, and 8 = 0.19 with different heating times (r) is plotted in
Fig. 5. The corresponding concrete spalling time (¢;) for f =
2.45 GHz, Quuy = 2.4 X 10° W/m?, and 8 = 0.19 is also
presented in Fig. 5.

It is also seen from Fig. 5 that when the reinforcement is
located very close to the front surface, a large amount of re-
flected microwave energy is transferred through the layer be-
tween the concrete front surface and the reinforcement. When
the reinforcement is located deeper, the energy reflected through
the front surface is lessened. Thus, more microwave energy is
dissipated within the concrete and a higher maximum tempera-
ture and pressure (7., and P,,) are achieved at a specific
heating time. When the reinforcement is located at a depth
further than 0.25 m, the maximum temperature and pressure
(Toax and Py, ) begin to decrease, since the maximum energy
dissipation composed by the incident and reflected microwaves
starts to decrease. It is shown in Fig. 5 that the concrete spalling
time (¢,) decreases and then increases as the location of the
reinforcement varies from the front wall to the back wall. This
implies that for different locations (L,) of the same reinforce-
ment, different heating times are needed to spall the same con-
crete with the same microwave frequency ( f ) and power inten-
sity (Qouvg). A minimum spalling time occurs when L, =~ 0.25
m because of the behaviors of T, and P..

6 Concluding Remarks

The microwave power dissipation and pressure distributions
and their variations within a 0.6-m-thick concrete slab subjected
to microwave attack have been analyzed in the present paper.
The effects of different parameters in the current analysis on
temperature, pressure, and evaporation rate (Am) distributions
and their variations have been discussed. Based on these discus-
sions, the following facts may be concluded:

1 For different microwave frequencies (f), the patterns of
power dissipation, temperature, and pressure distributions are
totally different. As frequency (f) increases, the microwave
penetration decreases sharply, and then the power dissipation
decays significantly. For a low microwave frequency (f < 2.45
GHz), as the heating time elapses, the total power dissipation
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and its maximum dissipation value within the concrete change
dramatically. For a high microwave frequency (f > 10.6 GHz),
the power dissipation and its maximum value barely change,
since the penetration of the high microwave frequencies is low.
At the same microwave power intensity ( Qg ;). a higher maxi-
mum temperature and steam pressure within the concrete are
achieved for the higher microwave frequencies, which means
less time is required to spall the concrete.

2 In this application of using a microwave heating tech-
nique, the effect of the thermal boundary conditions on the
temperature and pressure distributions is limited to a small re-
gion near the front wall, and is negligible in actual practice. In
the meantime, under a high microwave power intensity during
the microwave D&D process, only a small amount of energy
is used to evaporate the residual water within the concrete.
Thus, the effect of the concrete porosity (¢ ) on the temperature
and pressure distributions and their variations can also be safely
neglected.

3 With the presence of the steel reinforcement, part of the
microwave energy is reflected from the reinforcement. As a
portion of the microwave reflected from the steel reinforcement
() increases, more energy is dissipated between the concrete
front surface and the location of the reinforcement. For a low
microwave frequency (f = 2.45 GHz), the maximum value
of the power dissipation (Quavg)ms becomes much higher as
compared to the case without the steel reinforcement. For a
microwave frequency of 10.6 GHz or higher, the microwave
power dissipation ( Q4. ), and the temperature (7') and pressure
(P) distributions are slightly affected by the presence of the
steel reinforcement.

4 For a microwave frequency of 2.45 GHz, when the rein-
forcement is present, the maximum temperature and pressure
(Tax and P, ) rise significantly as the value of § increases.
The concrete spalling time (¢,) steadily decreases as the value
of 3 increases when the reinforcement is located at a fixed
position (L,). The maximum temperature and pressure (7
and P,,.) and the concrete spalling time (z,) also vary with the
location of the reinforcement. Both the maximum temperature
and pressure distributions reach the highest value when L, =
0.25 m for a microwave frequency of 2.45 GHz.
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Heat Transfer Enhancement in
Narrow Channels Using Two and
Three-Dimensional Mixing
Devices
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nak. AOME The localized enhancement of forced convection heat transfer in a rectangular duct
with very small ratio of height to width (0.017) was experimentally explored. The
D. J. SCh"tZ‘ heat transfer from a discrete square section of the wall was enhanced by raising the

heat source off the wall in the form of a protrusion. Further enhancement was effected
through the use of large-scale, three-dimensional roughness elements installed in the
duct upstream of the discrete heat source. Transverse ribs installed on the wall
opposite the heat source provided even greater heat transfer enhancement. Heat
transfer and pressure drop measurements were obtained for heat source length-based
Reynolds numbers of 2600 to 40,000 with a perfluorinated organic liquid coolant,
FC-77, of Prandtl number 25.3. Selected experiments were also performed in water
(Prandtl number 6.97) for Reynolds numbers between 1300 and 83,000, primarily
to determine the role of Prandtl number on the heat transfer process. Experimental
uncertainties were carefully minimized and rigorously estimated. The greatest en-
hancement in heat transfer relative to the flush heat source was obtained when the
roughness elements were used in combination with a single rib on the opposite wall.
A peak enhancement of 100 percent was obtained at a Reynolds number of 11,000,
which corresponds to a transitional flow regime. Predictive correlations valid over
a range of Prandtl numbers are proposed.
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Department of Mechanical Engineering,
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Introduction

The primary motivation for this study was to find localized
enhancement techniques for the heat transfer from discrete heat
sources for a variety of practical applications requiring effective
cooling over small zones, as in electronics cooling, turbine
blades, nuclear reactors, and, to some extent, compact heat ex-
changers. In the area of electronics cooling, the widely different
dissipation rates from different chips on a single circuit board
in a computer result in large temperature differences between
these chips, when exposed to identical heat transfer coefficients.
Thus, even when the maximum temperature attained by the
hottest chip is held within acceptable limits, both electronic and
mechanical failures could occur due to large interchip tempera-
ture differences. Local enhancement techniques are thus neces-
sary to equalize temperatures across the circuit board, by selec-
tively cooling the hotter chips. Enhanced internal cooling of
turbine blades would similarly allow the designer to increase
the turbine inlet temperature while maintaining a constant blade
temperature, and thus increase the thrust and power output of
gas turbines.

The heat transfer in these narrow passages can be enhanced
by using surface modifications to increase the available surface
area as well as the turbulence and mixing levels in the flow.
The basic principles of convective heat transfer enhancement
are common to a host of engineering applications as identified
above, and these areas have each spawned a considerable
amount of research directed at understanding the complex flow
patterns and heat transfer in these situations.

'Current address: Engineer, Rockwell Automation, Milwaukee, WI 53024.

Contributed by the Heat Transfer Division and presented at the ASME Winter
Annual Meeting, Anaheim, California, November 813, 1992, Manuscript re-
ceived by the Heat Transfer Division January 1994; revision received February
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Convection. Associate Technical Editor: T. W. Simon.
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Early analytical studies attempted to predict heat transfer
rates due to discrete-heating boundary conditions imposed on
a surface in laminar and turbulent flows. Spalding (1961) pro-
vided a general method for determining local heat transfer rates
through a turbulent boundary layer on a wall downstream of
a sudden temperature discontinuity. Cess and Shaffer (1959)
presented solutions for laminar flow between parallel plates
with a symmetric wall heat flux. The corresponding solution
for turbulent flow was presented by Hatton and Quarmby
(1963). Sogin (1960) calculated heat transfer rates from several
isothermal strips in tandem in laminar and turbulent flow, which
were verified with mass transfer experiments.

Heat transfer in duct flows with two and three-dimensional
roughness elements has been studied extensively. Han et al.
(1978) studied the effect of rib geometry on friction factor and
Stanton number for fully developed turbulent air flow. Kukreja
et al. (1991) reported the effect of varying the length and con-
figuration of transverse discrete ribs mounted on both walls
of a square channel on heat transfer and friction factor, with
applications to turbine blade cooling. Much of the attention
devoted to investigating random or repeated-rib type roughness
has focused on very small elements—at least an order of magni-
tude less than the boundary layer thickness, and for tubes, one
or two orders of magnitude less than the tube diameter (Dipprey
and Sabersky, 1963; Webb et al., 1971). The behavior of differ-
ent kinds of roughness has been described in studies by Bau-
mann and Rehme (1975), Dalle Donne and Meyer (1977), and
Meyer (1980) among others, based on whether the flow in the
cavities between roughness elements is confined or interacting.
Transformations have been suggested that can be used to apply
results from one duct geometry to others. Kader and Yaglom
(1977) made the first clear distinction between two and three-
dimensional roughness. The heat transfer dependence on
roughness Reynolds number derived in their model was differ-
ent for the two kinds of roughness; such a difference was also
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reported by Garratt and Hicks (1973). This would suggest that
on a larger scale, two-dimensional ribs would behave differently
from three-dimensional elements.

Forced convection from larger three-dimensional elements in
rectangular ducts has been studied among others by Sparrow et
al. (1982), Moffat et al. (1985), and Roeller et al. (1991) in
air, and by Incropera et al. (1986) and Garimella and Eibeck
(1990, 1991) using liquid coolants, The effect of element and
duct dimensions as well as the element spacing density on the
heat transfer were investigated. Other configurations such as
pin fins for heat transfer enhancement have been studied by
Steuber and Metzger (1986) and Kelecy et al. (1987). Several
of these studies presented correlations for heat transfer from
protrusions to air. Kelecy et al. (1987) also attempted to corre-
late data for different liquid coolants, but could not satisfactorily
account for the wide variations in Prandtl number between lig-
uids.

Recent efforts by Garimella and Schlitz ( 1993) have focused
on locally enhancing heat transfer from particular protruding
elements in an array by using vortex generators on the wall
opposite from the elements. The vortex generators were found
to yield enhancements as high as 17 percent, and significantly,
this enhancement was found to be localized on one element.

Although a large body of literature exists that deals with heat
transfer enhancement due to two-dimensional ribs and three-
dimensional roughness elements, the enhancement of heat trans-
fer using a combination of two and three-dimensional devices
on opposite walls has not been investigated. This combined
effect is especially significant for heat transfer enhancement in
localized regions. Since ribs can locally enhance heat transfer
from three-dimensional roughness elements, they can be selec-
tively placed above the elements in those areas where particu-
larly large heat transfer rates are required, such as at hot chips
on a computer board or near the leading edge of turbine blades.

This paper describes an experimental investigation of the
localized enhancement of heat transfer in ducts of small height-
to-width ratio. The central objective is to extend the limits of
the heat transfer coefficients that can be obtained in forced
convection, without recourse to phase change or impingement
configurations. In the experiments, heat transfer from a small
heated area of the duct wall is enhanced in stages by allowing
the heat source to protrude off the wall, by adding three-dimen-
sional roughness elements upstream of the heat source, and
further, by installing two-dimensional transverse ribs on the
wall opposite the heat source. The enhancement in heat transfer
is effected through increased mixing as well as locally increased
velocities. Except for a small heated patch, the rest of the chan-
nel wall is unheated, since localized enhancement is sought.
Moreover, since the flow in these narrow passages is usually
well mixed, the local heat transfer behavior is largely indepen-
dent of upstream conditions. Hence, results for the discrete heat
source could be applied to other heating conditions, provided
the bulk-mean temperature at a given location is known.

Nomenclature

The strategy of the present experiments was to first obtain
heat transfer coefficients for a flush heat source and then to
determine the enhancement obtained by allowing the (single)
element to protrude off the wall. An array of roughness elements
was then added, in order to determine whether further enhance-
ment was possible due to the modifications in the flow field and
the increased mixing that results. The last set of experiments
involved the installation of ribs on the opposite wall to enhance
heat transfer locally from the flush as well as the protruding
heat sources, The pressure drop in each case was measured to
quantify the penalty in pumping power required for the heat
transfer enhancement obtained by each technique. The experi-
ments were performed over a range of Reynolds numbers and
at different heat flux levels, and were carefully designed to
minimize uncertainties. The tests were conducted with FC-77
and water to obtain results at significantly different Prandtl
numbers.

Experimental Setup and Procedures

The experiments were carried out in a closed-loop liquid-
flow facility. The horizontal, plexiglass test section has a cross
section of 11 cm by 4 cm, and is 60 cm long. The temperature
at the test-section inlet is maintained constant by means of an
inline cooling-coil heat exchanger and a computer-controlled
immersion heater in the flow loop. A converging section at the
inlet to the test section has a series of screens and honeycomb to
ensure uniform inlet flow. Liquid exits the test section through a
rotameter, which was carefully calibrated using a volumetric
technique with a graduated tank and stop watch. A perfluori-
nated organic liquid, FC-77, was used as the coolant for the
bulk of the experiments. Selected experiments were also per-
formed in water to determine the effect of Prandtl number on
the heat transfer results. Both liquids were degassed prior to
each experiment.

The test section has a removable top wall. Different channel
aspect ratios can be set by installing top walls of different
thicknesses. The channel height (H) for the present study was
set at 0.2 cm. The transition in channel height from 4 ¢m to 0.2
cm is accomplished through a smooth 30 deg angle machined in
the top wall at the channel inlet and exit to minimize separation.
The top wall also contains static pressure taps to measure pres-
sure drop over a test-section length of 6.5 c¢m, as shown in Fig.
1. The pressure taps in the top wall were connected to a pressure
transducer, which was calibrated using U-tube and inclined-
tube manometers for the different ranges of pressure drop.

The bottom wall of the test section contains a hatch into
which is fitted a removable module that holds the heat source
and roughness elements. The square heat source is 1 cm on the
side (L). The enhancement due to roughness elements over the
flush heat source was tested in two configurations: (i) a single
heated protrusion with a height B of 0.06 cm (H/B = 3), and
(ii) an array of unheated roughness elements mounted on the

A = exposed surface area of heat source,

B = protrusion height, cm
Cp = drag coefficient = AP/, pU?

C, = specific heat, J/kg K

D = channel hydraulic diameter, cm

h = heat transfer coefficient, W/m? K
H = channel height, cm

k = thermal conductivity, W/m K

L = length and width of heat source, cm

heater, W

UD/v

Nu, = Nusselt number based on length
cm’ of heat source = hL/k
AP = pressure drop, N/m?
Q.. = heat transfer rate from heat
source to coolant, W
Quuppty = power supplied to cartridge

Rep = Reynolds number based on
channel hydraulic diameter =

S = interprotrusion spacing, cm
T = temperature, °C

U = mean inlet velocity, m/s

p = density, kg/m?

v = kinematic viscosity, m*/s

Subscripts

h = element surface
i = fluid inlet conditions

Re; = Reynolds number based on
length of heat source = UL/v
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Location of Single Rib

Heated Element

i B+_JFH

Fig. 1 Geometric details of the test section including the location of
heat source, protrusions and ribs: (a) plan view, (b) side view; the pres-
sure taps shown are located 6.5 cm apart

bottom wall in 15 spanwise rows of 5 elements each. The ele-
ments in the array have a spacing, S, in both directions of 0.6
cm (S/L = 0.6). In the case of the element array, the single
heated protrusion is located in the center of the tenth row. As
established by Garimella and Eibeck (1990), the flow reaches
a fully developed state after the fourth row of the array. Hence,
the heat source in the tenth row can be considered to be in a fully
developed region, The situation tested most closely resembles
stacked computer boards carrying unpackaged chips. Transverse
ribs used for enhancing the heat transfer from the bottom wall
were installed on the opposite wall at the locations identified
in Fig. 1. The streamwise dimension of the ribs was equal to
the spacing S between roughness elements; the rib height was
the same as that of the roughness elements (B).

A single, discrete heat source is used in the experiments
in preference to heating the entire bottom wall to facilitate
local heat transfer measurements. Garimella and Eibeck
(1990) showed that when a liquid is used as coolant, the
flow even immediately downstream of a heated element is
well mixed, with the temperature everywhere equal to the
bulk-mean temperature. This behavior of liquids is in con-
trast to the thermally stratified nature of the flow downstream
of discrete heat sources in air, as discussed by Anderson and
Moffat (1991). This is attributable primarily to the heat
capacity (pC,) of liquids (both FC-77 and water) being over
three orders of magnitude greater than for air; thus the tem-
perature rise in liquids is much smaller, resulting in an ab-
sence of thermal stratification. The upstream heating in lig-
uids is thus satisfactorily accounted for by using the bulk-
mean temperature as the reference in the definition of the
heat transfer coefficient. In addition, since the flow in these
narrow passages is usually turbulent, the local heat transfer
behavior is largely independent of upstream conditions.

Details of construction of the heat source are shown in
Fig. 2. A cartridge heater was installed in a copper stem,
which was heavily insulated on all sides except the top. The
copper stem is cylindrical over most of its length, with a 0.6
mm-high square ‘‘hat’’ on top. Heat losses from the sides
of the stem are minimized by imbedding the copper stem (&
= 397 W/m K) in polypropylene insulation (k = 0.12 W/
m K); a detailed conduction analysis used to calculate the
heat loss is described in the next section. Two heat sources
were fabricated—one with the copper stem flush with the
bottom wall, and the other with the tip protruding into the

592 / Vol. 117, AUGUST 1895

flow to a height (B) of 0.6 mm. The element temperature
was obtained from a thermocouple (T-type, 36 gage) in-
stalled with silver print (a solution that leaves pure silver
upon drying) into a 0.5-cm-long, 0.1-cm-dia hole at a depth
of 0.075 cm from the tip of the copper stem. Experiments
were conducted at a nominal power output (Q,,) of 11 W,
Selected results obtained at a power output of 23 W demon-
strated a negligible effect of heat flux on the heat transfer
coefficient for Reynolds numbers (UL/v) greater than 5000,
indicating a pure forced convection regime.

Thermocouples were also installed in the flow, both up-
stream and downstream of the test section. The inlet flow
was maintained at 20 * 0.1°C for all the experiments, with
a corresponding Prandtl number of 25.3 for FC-77 and 6.97
for water. The experiments with FC-77 were conducted at
heat source length-based Reynolds numbers (UL/v) ranging
from 2600 to 40,000, while a wider range from 1300 to
83,000 was studied for water; this corresponds to channel
height-based Reynolds numbers (UH/v) of 500 to 7500 for
FC-77 and 250 to 15,500 for water. The mean inlet velocity,
U, is measured in the narrow channel of height H. The
volumetric flow rates corresponding to the Reynolds number
ranges are 46.9 to 720 cm’/s for FC-77 and 27.4 to 1800
cm?®/s for water. Since the heat source length (L) was held
constant in the experiments, the Reynolds numbers used in
the presentation of the results should be viewed merely as
nondimensional approach velocities.

The voltage supplied to the cartridge heater using a dc power
supply was measured using a digital multimeter, and was main-
tained constant to within 1 mV (=+0.01 percent of heat source
output). The thermocouples and pressure transducer were hooked
up to a Fluke Helios Plus data acquisition system and read using
a personal computer. The pressure drop measurement was aver-
aged over 500 readings while the temperature data were averaged
over 50 readings. After the power level and flow rate were set, the
element temperature was allowed to reach steady state, typically in
10 min, before measurements were recorded. For Q,, = 11 W,
the element temperature ranged from 94°C at the lowest flow rate
to 34°C at the highest for FC-77; the corresponding temperatures
in water were 44°C and 23°C.

The reported pressure drop measurements were estimated to
be accurate to within 0.5 percent at the larger Reynolds num-
bers, increasing to roughly +7 percent at Re = 5300. The uncer-
tainty in the Reynolds number calculation ranged from *+10
percent at Re = 2600 to =6 percent at 40,000 (to less than =2
percent at 83,000), and resulted primarily from inaccuracies
in reading the flowmeter. A detailed error analysis revealed
uncertainties in the calculation of the heat transfer coefficient
to be always less than *4 percent. All uncertainties cited here
are at a confidence level of 95 percent.

Top Wall
Flow Heat Source Surtace Thermocouple
= ==
! Thermocouple Wire Siot
»—"| CopperStem
Bottom Hatch el |
Vil : Polypropylena Insulation
Carridge Heater || ||| 1
Tt [
Heater Wire Slot | ] Boundary-Condition
Thermocouplas

Thermaocouple Ssal

Fig. 2 Heated element construction details (side view)
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Fig. 3 Calculated ratio of power output to input as a function of heat
transfer coefficient for FC-77 (similar calculations performed for water)

Conduction Analysis

A two-dimensional, axisymmetric conduction analysis of the
copper stem-insulation combination was carried out. The heat
transfer coefficient is calculated according to the equation:

h = QI!I][

A(T, - T)
where A is the exposed area of the heat source and Q. is the
heat leaving the source through the exposed area. The two-
dimensional, steady-state heat conduction equation with heat
generation was solved in cylindrical coordinates with boundary
conditions specified as: insulated planes of symmetry; pre-
scribed temperature on the outside of the insulation (obtained
from thermocouples in the insulation, see Fig. 2); and specified
heat transfer coefficient on the top boundary exposed to the
flow, with a T; for the fluid of 20°C. A control-volume approach
was used for finite-differencing the governing equation, with a
35 by 35 mesh. This procedure involves breaking up the domain
into small isothermal volumes and calculating the heat trans-

(1)

ferred through the surfaces of adjacent volumes. An effective _

thermal conductivity was used at the interfaces between materi-
als. The calculation proceeded until the sum of the calculated
heat sources/sinks in all the control volumes of the domain
reached 0.1 percent of the heat supplied to the cartridge heater
(Quupply) . A tighter convergence of 0.001 percent resulted in no
significant changes in the temperature distribution; nor did the
use of a 50 by 46 mesh, thus establishing the grid independence
of the results.

A number of cases were analyzed with different heat transfer
coefficients imposed on the top surface. Based on the results of
these computational runs, a relationship between Qou/Quuppiy
and the heat transfer coefficient, &, was obtained as shown in
Fig. 3 for FC-77, for the flush and protruding heat sources with
both coolants. The magnitude of heat input into the copper
block (Quuppy) Was found not to influence this ratio. Also, at
the heat transfer coefficients obtained in this study, 90 percent
or more of the power supplied is realized as the heat-source
output (Q,.). A fourth-order least-squares curve fit with the
functional form, Quu/Qupmy = ¢ (h), was obtained for each
heat source—coolant combination, as illustrated in Fig. 3. Along
with Eq, (1), this expression was used to obtain the heat transfer
coefficient from the measured Q. in each experimental run.
By using this approach, the heat losses in the copper block
assembly were accurately accounted for, resulting in reduced
uncertainties in the calculation of the heat transfer coefficient.

Results and Discussion

Heat transfer and pressure drop results are presented in this
section for the flush heat source, and then for the various stages
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of enhancement—the heated protrusion, the array of roughness
elements, and the ribs on the opposite wall—along with the
corresponding increases in pressure drop. The characteristic
length used in the definition of the nondimensional parameters,
the Reynolds and Nusselt numbers, is the length of the heat
source, L. Except in the viscosity-correction term in the correla-
tions proposed, all thermophysical properties are evaluated at
the liquid temperature at the test-section inlet.

Heat transfer coefficients for the flush heat source with FC-
77 and water are presented in Fig. 4, as curves of Nusselt
number versus Reynolds number. Nusselt numbers for the pro-
truding heat source, enhanced by an array of roughness ele-
ments, are also presented. Also included are results for a single
heated protrusion in FC-77. The heat transfer coefficients for
the two liquids fall in distinct groups, reflecting the influence
of the different thermophysical properties; for instance, the heat
transfer coefficient at Re; = 40,000 is on the order of 6000 W/
m?K for FC-77 and 23,000 W/m?K for water.

A number of interesting observations can be made from Fig.
4, First, the heat transfer coefficient for a single protrusion is
greater than that for a flush heat source. This can be attributed
to the perturbation to the flow field caused by the protrusion,
since the increase in exposed area is incorporated in the defini-
tion of the convection coefficient. The resulting increase in
mixing has an enhancing effect on the heat transfer. However,
as the Reynolds number increases, and the flow approaches a
fully turbulent state, the additional perturbation to the flow field
by the single protrusion progressively diminishes, and the heat
transfer coefficients for the two cases converge. The major ef-
fect due to the protrusion appears to be an earlier triggering of
transition, as illustrated by the change from laminar to turbulent
slopes occurring at lower Reynolds numbers for the protrusions.
Away from transition, the difference between the flush and
protruding heat sources is less significant.

The array of roughness elements yields a larger heat transfer
coefficient than the single protruding element, especially for
FC-77. Two competing effects influence the heat transfer coef-
ficient in this case, as has been pointed out in previous studies
(Moffat et al., 1985). On the one hand, a single protrusion is
exposed to the entire approach flow, unlike interior elements in
an array, which have a reduced exposure due to the blockage
from upstream elements. This would tend to cause the heat
transfer coefficient to be greater for the single element than for
one in an array. On the other hand, the interior elements experi-
ence an enhancement in heat transfer due to the greater levels
of mixing and turbulence in the interior flow relative to the
approach flow. In the present study, the enhancement due to
the greater mixing in the array interior is evidently a stronger
effect than that due to full exposure to the approaching flow.
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Fig. 4 Nusselt numbers for the flush and protruding heat sources with
FC-77 and water as a function of Reynolds number
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Fig. 5 Comparison of the experimental data for the flush source with
predictions from the present study and the literature

This effect is more pronounced at the higher Reynolds numbers,
and is manifested in the single protruding element behaving
more like the array at the lower Reynolds numbers, and like
the flush element as the Reynolds number increases.

The heat transfer coefficients in turbulent flow for the flush
and protruding heat sources in FC-77 and water were correlated
with least-squares curve fits. The Nusselt number was correlated
against the Reynolds and Prandtl numbers. A viscosity-correc-
tion term was used in the correlations as suggested in the litera-
ture (Sieder and Tate, 1936) to account for the strong tempera-
ture dependence of the viscosity, especially for FC-77. The heat
transfer from the flush heat source to both fluids in the range
10,000 < Re; < 80,000 is correlated by the equation:

013
Nu, = 0.0370 Re(7™Ppr0S (&) (2)

K

Predictions using this equation differ from the experimental
data by a standard deviation of 3 percent, with an average error
of +2.7 percent. The heat transfer from the heated protrusion
with the array of roughness elements for the same range of
Reynolds numbers is correlated by:

013
Nu, = 0.1495 Re ! py0s (ﬁ) (3)

Ha

which differs from the experimental data by an average error
of =10 percent with a standard deviation of 11 percent. The
exponents for Prandtl number and viscosity ratio in Eq. (3)
were adjusted to coincide with those in Eq. (2). Lower Prandtl
number exponents were tried, but resulted in a significant deteri-
oration in the predictions from the correlations. There is evi-
dence in the literature (Webb, 1987) that the Prandtl number
exponent in this equation is expected to be higher when rough-
ened surfaces are used (as in the present study), compared to
the exponent of 0.33 to 0.4 for smooth surfaces.

The experimental data and the correlation for the flush heat
source with both liquids are compared in Fig. 5 with the predic-
tions of Incropera et al. (1986, Eq. (12) in that paper). In this
figure, the Nusselt numbers with the two liquids could not be
normalized with Pr”, since the exponent n takes a value of 0.5
in Eq. (2) above, while Incropera et al. suggest a value of
0.38. While the water data are predicted very well by both
correlations, the agreement with the FC-77 data of the present
correlation is better than that of Incropera et al. The underpredic-
tion with the latter correlation results from the lower Prandtl
number exponent used.

Although the exponent of the Reynolds number in Egs. (2)
and (3) is different (due to the difference in the nature of the
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flow fields), a combined correlation for the flush and protruding
heat sources is also proposed for convenient design predictions:
013
Nu, = 0.0973 Re2®pros ( ﬂ) (4)

Hi

Predictions from this equation differ from the experimental data
by an average error of 10 percent, with a standard deviation
of 12 percent. All the experimental Nusselt numbers are col-
lected to within +15 percent of this equation. The correlating
equations proposed here are clearly geometry dependent and
should be used only for discrete heat sources in narrow chan-
nels. Wider ranges of geometric and flow parameters are cur-
rently under investigation.

The enhancement in heat transfer from the flush heat source
achieved by installing ribs on the opposite wall is depicted in
Fig. 6 for FC-77. It is clear from the figure that enhancements
on the order of 60 percent can be obtained by installing one rib
just upstream of the flush source (see Fig. 1 for placement
locations ). Experiments were also conducted to measure the
enhancement obtained due to the single rib placed at two other
locations: directly above the flush source, and just downstream.
However, the greatest enhancement was obtained for the case
shown here, where the rib is installed just upstream of the
element as shown in Fig. 1 (shaded rib). If enhancement is
desired over a longer streamwise length, a series of ribs would
be used. The presence of such additional ribs appears to de-
crease the enhancement obtained using a single rib; however,
significant levels of enhancement still persist.

The combined enhancement of heat transfer by raising the
flush heat source into a protrusion and by installing additional
roughness elements as well as ribs on the opposite wall is shown
in Fig. 7. Just as in the case of the flush source, the installation
of a rib just upstream of the heated protrusion in the array
causes a significant increase in the heat transfer coefficient. The
extent of enhancement is also slightly reduced when four ribs
are used instead of one. Data for the single heated protrusion
(with no additional roughness elements) are included for refer-
ence in this figure.

The percentage enhancements for the configurations tested
in this study are plotted in Fig. 8, where enhancement is defined
with respect to the flush heat source, as (h — hauen )/ Mousn €X-
pressed as a percentage. The Reynolds number Re, based on
channel hydraulic diameter is included as a scale on the top
axis. The best performance is obtained from the element array
with a single rib, with peak enhancements of almost 100 per-
cent; the performance is not degraded significantly when multi-
ple ribs are used. The single rib on the opposite wall also causes
considerable enhancement in heat transfer for the case of the
flush heat source.
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Fig. 6 Influence of the ribs on the opposite wall on the heat transfer
from the fiush heat source to FC-77
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Fig. 7 Combined influence of protrusions and ribs on the heat transfer
from the flush heat source to FC-77

For every configuration considered in this study, Fig. 8 shows
that the peak enhancements occur at Reynolds numbers
(UL/v) between 8000 and 12,000. These Reynolds numbers
are also those at which a change in slope can be discerned in
Figs. 4, 6, and 7 in the Nusselt number variations with Reynolds
number, indicating the onset of transition in the flow regime.
Thus, the peak enhancement in heat transfer, whether due to
the addition of roughness elements to the heated protrusion or
due to ribs on the opposite wall, occurs in the transitional flow
regime. This is a common feature that has been observed in
previous studies of enhancement devices (Garimella and
Schlitz, 1993), and appears to be caused by an earlier triggering
of transition by the enhancement devices.

The pressure drop, nondimensionalized as drag coefficient
Cp, for the flush heat source (parallel-plates channel) is pre-
sented as a function of Reynolds number in Fig. 9, and the
increases due to the introduction of ribs are also shown. As
expected, the pressure drop is greatest for the four ribs and least
for the parallel-plates channel with the flush heat source. The
drag coefficients for the single protrusion and the array of
roughness elements over a length of 6.5 cm (four rows) are
shown in Fig. 10. It is interesting that the single protrusion
causes a larger drag coefficient than the array at low (laminar)
Reynolds numbers.

The results obtained in this study point to several additional
areas that need investigation. For instance, the enhancement in
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Fig.8 Percent enhancement in heat transfer to FC-77 for all cases rela-
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heat transfer obtained from installing ribs on the opposite wall
is likely to be dependent on the channel height used. Parametric
analyses should be undertaken to study the influence of channel
height on this enhancement. However, the enhancement in heat
transfer obtained by installing an array of roughness elements
on the heated wall has been clearly established, and is likely to
be realized over a wide range of channel heights. Additional
work is required to understand the effect of the aspect ratio of
the roughness elements, as well as to clarify the role of the
coolant Prandtl number.

Conclusions

Heat transfer from a square, discrete flush heat source was
enhanced progressively by using a protruding heat source, an
array of roughness elements, and ribs on the opposite wall in a
narrow rectangular channel. The protruding heat source with
additional roughness elements was found to yield significant
enhancements due to the mixing and turbulence induced into
the flow by the upstream elements. The heat transfer coefficient
for a single heated protrusion was comparable to that in an
array at the lower Reynolds numbers, and to the flush heat
source as the Reynolds number increases. Selected experiments
performed in water illustrated the Prandtl number dependence
of the heat transfer results. Predictive correlations are proposed
for flush and protruding heat sources, valid over a wide range
of Prandtl number.
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Fig. 10 Drag coefficient in FC-77 for the protrusions with and without
ribs on the opposite wall
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Ribs installed on the opposite wall were found to enhance
significantly heat transfer from the flush and protruding heat
sources in all cases. Of all the configurations tested, the highest
heat transfer coefficients were obtained with the array of
roughness elements in combination with a single rib just up-
stream of the heated protrusion; a peak enhancement of 100
percent was obtained in this case relative to the flush source.
Introduction of additional ribs decreased the heat transfer
slightly, but still yielded significant levels of enhancement over
the cases with no ribs. The enhancement was greatest in the
transitional flow regime for all cases.
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and Body Shape on Stagnation-
Region Heat Transfer

This experiment investigated the effects of free-stream turbulence intensity, length

scale, Reynolds number, and leading-edge velocity gradient on stagnation-region
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heat transfer. Heat transfer was measured in the stagnation region of four models with
elliptical leading edges downstream of five turbulence-generating grids. Stagnation-
region heat transfer augmentation increased with decreasing length scale but an
optimum scale was not found. A correlation was developed that fit heat transfer data

Sor isotropic turbulence to within *4 percent but did not predict data for anisotropic
turbulence. Stagnation heat transfer augmentation caused by turbulence was unaf-
fected by the velocity gradient. The data of other researchers compared well with
the correlation. A method of predicting heat transfer downstream of the stagnation

point was developed.

Introduction

Heat transfer to a stagnation region is important in many
engineering applications; none, however, is more critical than
in the gas turbine where combustor exit temperatures often
exceed the melting point of superalloy turbine airfoil materials.
The highest heat transfer rate on a turbine airfoil usually occurs
at the stagnation point, which makes it essential to obtain an
accurate prediction of heat transfer in this region.

For a laminar free stream, stagnation-region heat transfer can
be found if the pressure distribution is known using Frossling’s
solution (1958). Free-stream turbulence can augment stagna-
tion-region heat transfer; enhancement of 190 percent over lam-
inar values has been measured (Yeh et al., 1993). Turbulence
intensities of 11 and 15 percent were measured at the exit of
combustors in Zimmerman (1979) and Goebel et al. (1993),
respectively. The length scale of combustor turbulence was not
measured in either of these studies.

Stagnation-region heat transfer augmentation in the presence
of free-stream turbulence is believed to be caused by vortical
filaments that are convected into the stagnation region where
they are stretched by the divergence of streamlines. Stretching
causes the vorticity to be amplified through conservation of
angular momentum (see Morkovin, 1979, for a review). It has
been shown both experimentally and numerically (Hanarp and
Suden, 1982; Van Fossen and Simoneau, 1987; Rigby and Van
Fossen, 1991) that vorticity in the stagnation region causes
heat transfer to be increased while the boundary layer remains
laminar. :

Turbulent eddies that are very large relative to the size of the
bluff body are not stretched and, therefore, act only as mean
flow variations. Eddies that are very small are destroyed by
viscous dissipation before they can interact with the boundary
layer. This leads to the hypothesis that somewhere between
these two extremes there must be an optimum eddy size that
causes the highest heat transfer augmentation.

It also seems reasonable that higher leading-edge velocity
gradients would cause more rapid stretching of the vortical
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HEAT TrANsFER. Manuscript received by the Heat Transfer Division April 1994,
revision received November 1994, Keywords: Forced Convection, Modeling and
Scaling, Turbulence. Associate Technical Editor: T. W. Simon.

Journal of Heat Transfer

filaments as they are convected past the leading edge, thus
causing higher heat transfer augmentation.

Three specific goals of the present research were: (1) to
determine if an optimum eddy size exists, (2) to study the effect
of leading-edge velocity gradient on stagnation-region heat
transfer augmentation, and (3) to develop a more accurate pre-
diction tool that could be used by designers to evaluate stagna-
tion-region heat transfer.

Results of past experiments that attempted to correlate heat
transfer augmentation as a function of turbulence intensity and
Reynolds number, while ignoring the length scale (Zapp, 1950;
Giedt, 1951; Seban, 1960; Schnautz, 1958; Smith and Kuethe,
1966; Kestin and Wood, 1971: Lowery and Vachon, 1975;
Mehendale et al., 1991), were not entirely successful. Any
resulting correlations usually predict the author’s data but not
data from other researchers.

There have been several attempts to isolate the effect of
turbulence length scale in addition to intensity on stagnation-
region heat transfer; Dyban et al. (1975) used perforated plates
and a fully developed turbulent pipe flow, while Yardi and
Sukhatme ( 1978) used four different grids. Both of their results
showed increasing augmentation with decreasing scale, but they
did not correlate the data based on this finding.

More recently, Ames (1990) used simulated combustor seg-
ments to generate turbulence with the length-scale-to-cylinder-
diameter ratio greater than 1.0 and measure its effect on heat
transfer to the stagnation point of three different diameter cylin-
ders. Ames developed a new correlating parameter involving
Reynolds number, turbulence intensity, and what he called an
energy scale, which correlated his data as well as the data of
several other researchers.

For the present work, stagnation-region heat transfer was
measured on four elliptical leading-edge models with major to
minor axis ratios of 1:1, 1.5:1, 2.25:1, and 3:1. Stagnation-
region heat transfer was measured with each of five different
grids at various distances upstream of each model. Data were
taken at Reynolds numbers based on leading-edge diameter
ranging from 37,000 to 228,000. Turbulence intensities were in
the range of 1.1 to 15.9 percent while the ratio of integral
length scale to cylinder diameter ranged from 0.05 to 0.30.
Dimensionless stagnation point velocity gradient ranged from
1.2 to 1.8.
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Fig. 1 Wind tunnel

The effect of turbulence intensity, length scale, Reynolds
number, and leading-edge velocity gradient on stagnation-re-
gion heat transfer will be presented as a correlation that fit the
heat transfer data for the square bar grids to within £4 percent.
The data of other researchers will also be compared with the
correlation. A method for determining the heat transfer distribu-
tion downstream of the stagnation point will also be presented.

Test Facility, Instrumentation, and Data Acquisition

Wind Tunnel. The experiments were catried out in the
wind tunnel shown in Fig. 1. Air drawn from the test cell passed
through a flow-conditioning section and a 4.85:1 contraction
before entering the 15.2-cm-wide by 68.6-cm-high test section.
The maximum velocity attainable was about 46 m/s. Clear tun-
nel turbulence levels were less than 0.5 percent. After leaving
the test section, air passed through a transition section into a
10-in. pipe in which a flow-measuring orifice and a butterfly
valve were located. Four chromel-constantan thermocouples
around the perimeter of the inlet measured the stagnation tem-
perature, A hot-wire probe could be positioned anywhere in the
test section within the confines of the window shown in Fig, 1.

Turbulence Grids. Five turbulence-generating grids were
used; four were square bar, square mesh, biplane grids. The
fifth grid consisted of an array of parallel wires oriented perpen-
dicular to the streamwise and spanwise directions. Grid parame-
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Fig. 2 Biplane grid configuration

ters are defined in Fig. 2 and dimensions are given in Table 1.
Henceforth grids will be referred to by the symbols given in
this table. Turbulence-generating grids could be installed from
2.41 to 52.3 cm upstream of the model stagnation point.

Heat Transfer Models. Figure 3 is a photograph of the
four heat transfer models, which had elliptical leading edges
with ratios of major to minor axes of 1:1, 1.5:1, 2.25:1, and
3:1. All models had the same radius of curvature, R, of 3.30
cm at the stagnation point, and wedge-shaped afterbodies that
extended about 61 cm downstream to eliminate vortex shedding.
Figure 4 shows a comparison of the model profiles and the
tunnel walls as well as a typical cross section showing the heat
flux gage arrangement. The 1:1 model had 19 heat flux gages
and the other models all had 29 gages embedded symmetrically
about the stagnation line. Each heat flux gage consisted of an
aluminum strip 6.60 cm long by 0.476 cm wide and 0.32 cm
deep with an electric heater glued to the back and a chromel-
alumel thermocouple embedded in a groove. The farthest down-
stream gages on either side of the stagnation point were used
as guard heaters to minimize heat losses in the streamwise
direction, A guard heater behind the gages prevented conduction
to the interior of the model. The average gap between the alumi-
num strips was 0.25 mm and was filled with epoxy. The alumi-
num strips were maintained at a constant temperature (£0.2°C)
by a specially designed control circuit (see Van Fossen et al.,
1984).

Leading-edge velocity gradients for each of the four models
were calculated using an invicid two-dimensional panel code
(McFarland, 1985); the calculation included the tunnel side-

Nomenclature

A = surface area of gage, m*
B = blockage, ratio of model
thickness to tunnel
height
b = bar width of turbulence-
generating grid, cm
d = diameter of model lead-
ing edge = 2R, cm
Fr(s/R) = Frossling number
k = thermal conductivity of
air, W/m-K
M = mesh spacing of bars in
turbulence grid, cm
Pr = Prandt] number
g = heat flow, W
R = leading-edge radius, cm
Re = Reynolds number
R(7) = autocorrelation of ve-
locity signal
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r = regression coefficient

r(s) =local recovery factor

s = surface distance from stagnation,
cm
T = temperature, K
Tu = turbulence intensity
U = mean velocity, m/s
u' = rms of fluctuating streamwise ve-
locity, m/s
v’ = rms of fluctuating spanwise veloc-
ity, m/s
x = streamwise distance, cm
A = integral length scale of turbulence,
cm
p = air density, kg/m?
T = time shift, s
® = heat transfer augmentation factor,

Eq. (9)

Subscripts
avg = average
b = bar width

d = leading-edge diameter
EI = electrical heating
gap = epoxy-filled gap between gages
r = recovery
lam = laminar
rad = radiation

st = static
t = total
turb = turbulent
w = wall

X = streamwise
oo = free stream
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Table 1 Turbulence grid dimensions

Grid b, M/b %
cm (in.) Open
Area
Gl 1.270(.500) 4.5 60.5
G2 0.635(.250) 4.5 60.5
G3 0.318(.125) | 4.5 60.5
G4 0.159(.063) | 4.5 60.5
G5° 0.051(.020) | 12.5 | 92.0

*‘Grid G5 - array of parallel wires

walls. Velocity gradients made dimensionless by the free-stream
velocity and the leading-edge radius of curvature were 1.80,
1.52, 1.32, 1.20 for the 1:1, 1.5:1, 2.25:1, and 3:1 models,
respectively.

Hot-Wire Instrumentation. Turbulence measurements
were obtained using a two-channel, constant-temperature, lin-
earized, hot-wire anemometer system, Turbulence intensities
and autocorrelations were measured using a standard, 5 pm,
single hot wire; a crossflow type X-wire probe was used for
two component measurements.,

Data Acquisition. A Fast Fourier Transform spectrum ana-
lyzer was used to obtain the autocorrelation data. The analyzer
was programmed to average 400 sequential autocorrelations to
obtain a single autocorrelation for analysis. A personal computer

Fig. 3 Stagnation heat transfer models

Gages N/C Machined To
Finished Contour

Thermocouple
Epoxy

Heater

Fig. 4 Model profile comparison and heat flux gage arrangement

Journal of Heat Transfer

was interfaced to the spectrum analyzer for data storage and
processing.

Steady-state operating conditions (temperatures, pressures,
gage voltages and currents, etc.) were recorded on the Labora-
tory data acquisition system called ESCORT (Miller, 1978).

Data Reduction and Uncertainty Analysis
Turbulence

Intensity. The hot wires were calibrated in an air jet using
a two-point, iteration method (DISA Information Department,
1999). The frequency response of the hot-wire anemometer
system was estimated to be 30 kHz using the standard square-
wave test. The local turbulence intensity for the linearized single
wire was calculated as the ratio of the rms to mean linearized
bridge voltage. Two component turbulence intensities were cal-
culated from the linearized signals of the X-wire using the
method of Champagne et al. (1967).

Integral Length Scale. Measurement of integral length scale
is described fully in Van Fossen et al. (1994); briefly, the
availability of a spectrum analyzer that could compute the auto-
correlation made this method the natural choice. To eliminate
the problem of low-frequency noise that keeps the autocorrela-
tion from approaching zero in a consistent manner, autocorrela-
tion data between 0.33 = R(7) = 1.0 were fit with the exponen-
tial function using least squares:

R(r) =e™ (1)

Length scale was obtained by integrating Eq. (1) between 0
and o and multiplying by the mean velocity. Correction for
the hot-wire length was not made; the smallest integral scale
measured was 2.6 times the active length of the hot wire.

Heat Transfer. An energy balance was solved to determine
the Frossling number for each gage:

(ger — Gra = Ggap)d
Fr(s/R) = Ll
TSR = T, () k Ve,

where gy, is the heat added to the gage by the heater, g, is the
heat lost by radiation, g, is the heat conducted away from the
gage to the epoxy gap and the unguarded ends of the heaters,
A is the exposed gage surface area, T, is the gage temperature,
T,(s) is the local recovery temperature, k is the thermal conduc-
tivity of air, and Re, is the Reynolds number.

An estimate of the gap loss, g,,,, can be obtained from an
exact solution for two-dimensional heat conduction in a rectan-
gle. See Van Fossen et al. (1984) for details.

Corrections for radiation heat loss, ¢,4, were made assuming
gray body radiation to black surroundings and an emissivity of
0.05 for the aluminum gage. The gap loss was about 10 percent
of the total heat flow, while the radiation heat loss was on the
order of 0.2 percent.

The recovery temperature was calculated as

T,—(S} = T:.‘.DO + r(s) (TI - Tsi’,f”) (3)

where T, .. is the static temperature upstream of the model. The
local recovery factor, r(s), was calculated as

_ o _(PU®Y ., _
r =1 ((pv)u) (1 = ey

The local mass flow ratio, pU(s)/(pU).., was found from a
numerical solution of flow over the model that included the
tunnel walls (Rigby and Van Fossen, 1992).

Following the results of Rigby and Van Fossen (1992), the
thermal conductivity and viscosity of air were evaluated at the
free-stream total temperature from equations given in Hillsen-
rath et al. (1955).

(2)

(4)
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Table 2 Uncertainty in Frossling number

Error Bias —I Precision
Component =
At 20:1 Odds Experimental Velocity
& Range
Max Min Max Min
8 (Qer) /Gur 0.21| 0.25] 2.04| 2.97
8 (Qraa) / Drna 20.47 | 20.47 | 0.76| 0.64
8{Ggap) /Ganp 13.80 | 13.40| 0.76 0.67
O (Qeotar) /Georar 1.24| 1.70) 3.31| 3.35
§(d)/d 0.12 0.12 | 0.00 0.00
S(A)/A 1.08 1.08 | 0.00 0.00
8 (AT) /AT 4.68| 4.68| 0.77| 0.68
d(k)/k 0.00 0.00| 0.00 0.00
& (Req) /Rey 5.76 | 11,81 0.10 2.15
8(Fr)/Fr 5.74| 7.84| 3.40| 3.58
Combined
Uncertainty 6.67 B.62
in Fr(s/R), %

The Reynolds number, Re,, was based on the diameter of
the leading edge, d, and the mass-velocity averaged between
the flow area with maximum model blockage and the unblocked
flow area, that is,

(2-B)

2(1 — B) ()

(pU)avg = (pU)uc

where the blockage, B, is the ratio of maximum model thickness
to tunnel height. Blockage ranged from 0.096 for the circular
leading edge to 0.293 for the 3:1 ellipse.

Uncertainty Analysis. Estimates of the bias error of each
measuring instrument were made and combined by the method
of Kline and McClintock (1953). Estimates of the precision of
each measurement were calculated from 20 samples of each
steady-state measurement and combined by the same method.
Results of the uncertainty analysis for the Frossling number are
presented in Table 2.

The uncertainty in turbulence intensity and length scale was
estimated using the method suggested by Yavuzkurt (1984 ) and
is presented in Table 3.

Results and Discussion

Turbulence

Intensity. Turbulence intensity was measured as a function
of distance downstream of each grid, without the heat transfer
model in place, at three different velocities. Each grid and veloc-
ity gave slightly different characteristics, so intensity data for
each case were fit with a power law curve of the form

Table 3 Hot-wire data uncertainty

Bias Precision
Error - X
Component at Experlmental Velocity
20:1 Odds Range
y Max Min Max | Min
8 (Ucay gut) 3.41 | 15,34 | 0,10/ 0,32
6(linearizer 0.77 0.77 0.77 1 0.77
fit) .
§(Tu, A/d) 3.50 | 15.36
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Table 4 Curve fits of turbulence intensity and length scale data: Tu =
a(x/b)™; A, = I(x/b)*

grid || velocity Ra, a m Tra I P T
symbol

Rl 38650

61 R2 18000 | 206.1 | -0,875 | 0.9950 | 0.240 | 0.500 | 0.6668
R3 7934
Rl 17190 | 146,3 | -0.780 | 0.9987

62 R2 9514 | 135.3 | -0.758 | 0.9989 | p,272 | 0.500 | 0.8564
R3 4452 | 136.9 [ -0.776 | 0.9986
Rl 8935 | 132.2 | -0.765 | 0.9957

G R2 4780 | 156,3 | -0.824 | 0.9995 | 09,264 | 0.500 | 0.9799
R3 2470 | 149.4 | -0.830 | 0.5392
Rl 4571 | 80.15 [ -0.665 | 0.99%8

G4 R2 2297 | 89.46 | -0.693 | 0.9955 | p.303 | 0.500 | 0.8838
/3 1174 | 75.05 | -0.677 | 0.9997
A1 1634 | 23.68 [ -0.470 | 0.9852 | 4.658 | 0.116 | 0.8560

G5 R2 792 | 23.38 | -0.453 | 0.9848 | 3.255 | 0.199 | 0.9572
R3 340 | 52.73 | -0.568 | 0.9975 | 10.01 | 0.051 | 0.4359

x m
Tu=al~- 6
8 o
Coefficients for each of the curve fits appear in Table 4 along
with the regression coefficient, ry,, for each curve fit. Turbu-
lence intensity was found to vary by less than 5 percent in the
spanwise direction,

Isotropy. Figure 5 shows the ratio »'/v’, which is a measure
of isotropy for the turbulence, versus distance from the grid.
Turbulence for grids G3 and G4 is nearly isotropic while that
for the parallel wires, G5, shows highly nonisotropic behavior
with u'fv’ values ranging from a high of 1.42 down to 0.95
depending on Reynolds number and distance from the grid.

Length Scale. Roach (1987) developed a correlation for the
integral length scale of grid-generated turbulence of the form

Length scale data from the square bar grids were found to have
the same square root of distance dependence but the coefficient,
1, varied from grid to grid and was an average of 35 percent
larger than the value found by Roach. The coefficients for the
length scale correlation and regression coefficient, r,,, are also
found in Table 4.

Turbulence intensity and length scale used in the following
correlations were evaluated from the curve fits in Table 4 using

€))

1.6 T
I 1 o G3R1
1.4 o© 0‘,9__0 15 e
I 6
) ~@h‘®'o ........ i G3 R3
212t o..'.. %o 1 a eim
B LI A GaRrz
g '_&,,ﬁl_:”!.s cole G4 R3
1.0k g"ﬁﬁgﬁﬂai 1 o esm
X 0Qog . G5 R2
........ 0...”,.- G5 R3
0.8 ]
0 - 10 20 30 40

Distance from grid, cm

Fig. 5 Isotropy of turbulence from grids G3, G4, and G5
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Fig. 6 Frossling number distribution compared to PARC-2D and Fross-
ling solutions

the distance from the grid to the stagnation point of the model.
Turbulence intensity varied from 1.1 to 15.9 percent. The ratio
of length scale to leading-edge diameter ranged from 0.05
to 0.30.

Heat Transfer

Verification of Experimental Method. Frossling number
data in the leading-edge region with no turbulence grid in the
tunnel are presented as a function of surface distance from
stagnation made dimensionless by the leading-edge radius, R, in
Fig. 6. In all but one case the data agree to within the estimated
experimental error with the two-dimensional numerical solution
from the PARC code (Rigby and Van Fossen, 1992) and the
Frossling solution, which was obtained using the velocities cal-
culated from the panel code (McFarland, 1985), thus confirm-
ing the accuracy of the experimental technique. The worst
agreement is for the 2.25:1 model; experimental results are from
1.4 to 9.2 percent above the numerical at the stagnation point.
This model exhibited erratic behavior; on some days, the model
gave results that agreed quite well with the numerical results,
and on other days, large errors were observed. No obvious cause
could be found; therefore, the data for this model are presented
as is.

It is interesting to note past design practice to estimate lead-
ing-edge heat transfer to a turbine airfoil. Heat transfer at the
stagnation point for laminar flow was calculated from a circular
cylinder in crossflow correlation using the radius of curvature
of the stagnation point. Various multipliers were then applied
to this result to account for turbulence. Since all four models
have the same radius of curvature at the leading edge, it is
obvious from Fig. 6 that this method only works for a circular
leading edge. An accurate prediction of the laminar, leading-
edge heat transfer can be obtained from the Frossling solution,
given the surface velocity distribution, or from a numerical
solution for laminar flow over the airfoil.

Stagnation Region Augmentation— Circular Leading Edge.
Figure 7 shows the Frossling number at stagnation plotted
against the correlating parameter, TuRe ', developed by Smith
and Kuethe (1966). The heat transfer augmentation continues
to increase as scale decreases; therefore, for the present data,
no optimum length scale was found. The correlation developed
by Lowery and Vachon (1975), also shown in the figure, pre-
dicts the heat transfer data only in a narrow range of scales. As
the parameter TuRe)'* increases beyond about 40, the correla-
tion turns downward instead of continuing up as the data indi-
cate.

The stagnation heat transfer data from the model with the
circular leading edge behind the square bar grids was fit with
the function

Journal of Heat Transfer
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Fig.7 Stagnation point Frossling number versus TuRe ''? showing effect
of length scale

—(1.574
Fr(0) = 0.00799JTuRef}"‘ (%) +C (8)

The constant, C, was set to the zero-turbulence Frossling num-
ber of 0.939, which was calculated from the PARC-2D code.
The other constants were determined from a least-squares fit of
the data. The curve fit and the data are compared in Fig. 8; Eq.
(8) correlates the data to within =4 percent as shown by the
bands drawn on either side of the correlation.

Turbulence for grids G1 through G4 was isotropic; turbulence
for the array of parallel wires, G5, was not. The stagnation heat
transfer data for grid G5 are compared to Eq. (8), developed
for grids G1 through G4, in Fig. 9. As seen in Fig. 5, anisotropy
is greatest closest to the wires. The data at high values of the
abscissa in Fig. 9 were taken closest to the wires, which is

1.8

\ Y T T T e —
Fr(0)=0.00799[TuRe,"*(A /d) **"*)"* + >

eqn. (8) ]
"""" +4% 1
0.8 —— e
0 4000 8000
TuRedﬂ.S(Axld)-ﬂ.S'Tdn

Fig.8 Stagnation point Frossling number for grids G1-G4 versus corre-
lating parameter
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Fig. 9 Comparison of stagnation point correlation with grid G5 data
(parallel wires)

where agreement with the correlation is the poorest. A possible
explanation is that the parallel wires produced vorticity that was
predominantly normal to the spanwise and streamwise direc-
tions; this vorticity was stretched, and thus amplified, by accel-
eration around the leading edge. As distance from the wires
increases, isotropy increases and the heat transfer data agree
more closely with the correlation.

Figure 10 is a comparison of the stagnation heat transfer data
of other authors who used similar turbulence generators (Yeh
et al., 1993; Smith and Kuethe, 1966; Mehendale et al., 1991;
Lowery and Vachon, 1975) with the present correlation. For
cases where the authors did not measure length scale, it was
estimated using the correlations given in Table 4. The data
of the other authors are in good agreement with the present
correlation, falling mostly within the +10 percent bands drawn
about the correlation of Eq. (8).

2.0

04 o
0 7000 14000

TuRedﬂ.Sﬂﬁ(Ax/d)-l}.S?-i

Fig. 10 Circular leading edge stagnation Frossling number data of other
authors compared to correlation
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Fig. 11 Comparison of stagnation point heat transfer augmentation data
and correlation for elliptical leading edges

Stagnation Region Augmentation— Elliptical Leading Edges.
Following numerical results in Rigby and Van Fossen (1992),
the correlation for the circular leading edge, Eq. (8), was modi-
fied by dividing by the laminar stagnation Frossling number.
The modified correlation then gives the stagnation point heat
transfer augmentation factor, ®, due to free-stream turbulence:

-0.574
$ = Fr(Qun _ 0‘00851\/1% Rel? (%) +1 (9)

"~ Fr(0)um

Values for the terms Fr(0),, for the four models are 0.939,
0.870, 0.811, and 0.775 in order from the circular leading edge
to the 3:1 ellipse; these values were also taken from the PARC-
2D numerical solution with inlet mass flow defined by Eq. (5).

Comparison of the correlation for stagnation heat transfer aug-
mentation by free-stream turbulence and the experimental data is
shown in Fig, 11. In general, the fit is excellent, falling mostly
within the *4 percent bands drawn about the correlation. The
2.25:1 model has the most scatter; as mentioned earlier, this model
had problems. If the Frossling number for the 2.25:1 model had
been normalized using the average of the experimental data instead
of the numerical solution, agreement with Eq. (9) would have
been much better. The excellent agreement for the other three
models confirms the validity of this correlation method.

As shown by Frossling’s solution, the level of heat transfer
at the stagnation point for zero-turbulence flow depends on
the velocity gradient. Equation (9) predicts the heat transfer
augmentation above laminar levels and yet contains no term
that involves the velocity gradient at the stagnation point. Thus,
the hypothesis that heat transfer augmentation above laminar
levels should increase in the presence of higher velocity gradi-
ents seems to be disproven by the present data.

Distribution of Heat Transfer Around Leading Edge. Fig-
ure 12 is a plot of the Frossling number normalized by the stagna-
tion value versus dimensionless surface distance from the stagna-
tion point for each of the models. The symbols represent the
average of the Frossling number data for the turbulent free stream
for all grids, Reynolds numbers, and grid positions. The dotted
lines represent the standard deviation of the normalized data and
the solid line is the PARC solution for a laminar free stream, which
has been similarly normalized. Agreement between the normalized
turbulent heat transfer distribution and the normalized laminar
distribution is good; thus, a good prediction of the heat transfer at
a given distance from the stagnation point can be obtained by using
Eq. (9) to predict the stagnation heat transfer, then multiplying by
the ratio of local to stagnation heat transfer from a solution for
the laminar free stream, that is,
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Conclusions

Spanwise-averaged stagnation-region heat transfer measurements
have been made on four models with elliptical leading edges down-
stream of five turbulence generators. The ratio of major to minor
axes for the elliptical leading edges ranged from 1:1 to 3:1; all
models had the same leading-edge radius of curvature. Velocity
gradients at the stagnation point made dimensionless by the leading-
edge radius and free-stream velocity ranged from 1.20 to 1.80. Four
of the turbulence generators were square mesh, square bar, biplane
grids with identical mesh spacing to bar width ratios and bar widths
ranging from 0.16 to 1.27 cm. The fifth mrbulence generator was
an array of parallel wires oriented normal to the model spanwise
direction. Reynolds numbers based on leading-edge diameter
ranged from 37,000 to 228,000, turbulence intensities ranged from
1.1 to 15.9 percent, and the ratio of integral length scale to leading-
edge diameter ranged from 0.05 to 0.30. Conclusions are summa-
rized as follows:

1 Low-turbulence heat transfer results agree with both the
Frossling solution and a numerical solution to within estimated
experimental accuracy validating the experimental method.

2 The calculation of laminar leading-edge heat transfer by
cylinder in crossflow correlations can lead to large errors for
noncircular profiles.

3 Augmentation of stagnation-region heat transfer by turbu-
lence increases as integral length scale decreases, but no opti-
mum length scale was found for A,/d = 0.05.

4 A correlation for stagnation heat transfer augmentation
above laminar levels for the four square bar grids was developed
that reduced data scatter to *+4 percent for three of the four
models and predicted the data of other authors to 10 percent.

5 Dimensionless heat transfer augmentation is independent
of body shape and therefore velocity gradient at the stagnation
point.

6 The correlation did not predict the heat transfer for the
array of parallel wires, indicating that augmentation must also
be a function of isotropy of the turbulent flow field.

7 Frossling number downstream of stagnation normalized
by the stagnation value can be represented by a universal curve
for both laminar and turbulent flow.
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Introduction to the Method of
Average Magnitude Analysis
and Application to Natural
Convection in Cavities

P. S. Lykoudis

School of Nuclear Engineering, The method of Average Magnitude Analysis is a mixture of the Integral Method and
Purdue University, the Order of Magnitude Analysis. The paper shows how the differential equations of
West Lafayette, IN 47907 conservation for steady-state, laminar, boundary layer flows are converted to a system

of algebraic equations, where the result is a sum of the order of magnitude of
each term, multiplied by a weight coefficient. These coefficients are determined from
integrals containing the assumed velocity and temperature profiles. The method is
illustrated by applying it to the case of drag and heat transfer over an infinite flat
plate. It is then applied to the case of natural convection over an infinite flar plate
with and without the presence of a horizontal magnetic field, and subsequently to
enclosures of aspect ratios of one or higher. The final correlation in this instance
vields the Nusselt number as a function of the aspect ratio and the Rayleigh and
Prandtl numbers. This correlation is tested against a wide range of small and large
values of these parameters.

1 Introduction % i ;ﬂ -0 (1)
The Average Magnitude Analysis (AMA) is a simple method . Y
by which the differential equations of conservation for incom-

pressible, steady-state, laminar flow are converted to an equiva- o) + Suv) _ v Ou 2)
lent system of algebraic equations. This is done by taking the Ox dy ay?
average of each term of the equations between the wall and the
edge of the boundary layer rather than taking the average of Using the following definitions:
the sum of all the terms on the basis of given velocity and
temperature profiles in the fashion of the Integral Methods U _ v
(IM). The result is a sum of the Order of Magnitude (OM) of U= U’ v= v U, = fﬂ udy,
each term, multiplied by a nondimensional weight coefficient 0
emerging from the averaging process. _
Many years ago Lykoudis and Yu (1963), and Lykoudis and y= P , D, = ‘_33_ (3)
Dunn (1973) used the AMA technique in the solution of two 6 OV 520

problems involving electrostrictive and ponderomotive forces,
without, however, a formal presentation of the method. One
may think of the AMA technique as a generalization of the
Order of Magnitude Analysis (OMA) where all terms of the
conservation equations stand side by side with their weight [@ a _[ Us = U, el a | Ya= 0 (4a)
coefficients, rather than the two terms that the ordinary OMA ox |, x T8y "
argument can handle.

The AMA technique will be illustrated in Sections 2 and 3 a(u?) U - 12
by solving the drag and heat transfer problem over an infinite 9 e
flat plate. The case of natural convection over a vertical flat 2
plate will be considered in Section 4. In section 5 the AMA A(uv) U.V, — 0 Un(Us — U,)
method is applied to the case of natural convection in the pres- [—d—] = - [ 5 ] =
ence of a horizontal magnetic field. The case of natural convec- Yo da L

tion in low aspect ratio enclosures will be dealt with in Sec- [ c’)zu] __ Shear Force _ 7,(x1) b (Qf) o

we set:

a

X

(4b)

tion 5. v = = =37
ay? p{(Volume) p(x-1:6) 6%,

Equations (1) and (2), after using Eqs. (3) and (4), become:
2 The Drag Over an Infinite Flat Plate

The conservation equations are: (Y= U + Yo _ 0, or (5a)
X 6M'
: o i f Ux V,
Contributed by the Heat Transfer Division for publication in the JOURNAL OF —(l —agy|— | +{(1)—==0, or (5b)
HEAT TrRANsFER. Manuscript received by the Heat Transfer Division October X S
1993; revision received October 1994, Keywords: Enclosure Flows, Forced Con- .
vection, Natural Convection. Associate Technical Editor: I. R. Lloyd. —(U,. = U)oy + Vox =0 (5¢)
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_(Ui-UL Umvﬂ]
X 6,.\4

2 _ yp2
_WER-u

Up(Us —
%

-z )(”2) (1 —u)([’ﬂ)
U.

= (71 - m»(-ﬂ-‘f) = <Dn>(v5—:) (6b)

Bl ~ ) ULby = vD"(—t.”ﬁ){x-n
bu

[l

Ua) unu(%) (6a)
M

(6¢)

In Eq. (6b) we have used the continuity Eq. (56) for the
calculation of [8(uv)/8y], as shown in Eq. (4b). We call the
nondimensional quantities in the angular brackets in Egs. (5b)
and (6b) that multiply the OM of each term of the equations
of conservation ‘‘weight coefficients.” Observing Egs. (5¢)
and (6¢), note that the AMA technique is equivalent to the
application of mass and momentum conservation in a control
volume of length x, unit depth, and height &,, using average
velocity values.

In presenting Prandtl’s idea of the boundary layer concept
for the first time, most of the textbooks argue the case by com-
paring the OM of each term of the conservation equations with-
out the capability of forming their sum. In the present develop-
ment, where the OM of each term is accompanied by its weight
coefficients, the proof that (dp/0x) = (8p/3y)(8/x) comes
out smoothly without ambiguity. To obtain this result it is neces-
sary to add to the system the equation of motion in the y direc-
tion, and perform the averaging process.

Before we solve these equations for the unknown &y, in order
to derive an expression for C;, we need to bring forth two
corrections to obtain a better approximation, The first has to do
with the calculation of the drag at the wall. Clearly, it was
calculated in Eq. (4) at the end of the plate at x. But since
analysis shows that & « x''? with local stress = x~'/2, the overall
drag for the whole x is twice as much with the one calculated
at x. This means that the right-hand side of Eq. (6¢) needs to

Nomenclature

be multiplied by a coefficient Ay = 2. The second correction
has to do with the averaging of momenta fluxes, essentially
equating | u(1 — u)dy with yi,(1 — &,). Taking into account
these two corrections, Eq. (6b) becomes:

yit,(1 — i) Usby = .\(u %)x (7

M
Solving for 6,/x we find:
MDII

K
Ofx = , where K;= |[————— 8
Re, G v L

One can easily show that the skin friction coefficient C;is given
by:

2D,
K;

C = & with K= (9)

Equations (8) and (9) are identical with the Intcgral Method

IM) results. For a cubic velocit roﬁle wuh ﬁf,. D,=15
gmd v = ‘# we obtain: K; = 4% and g Note that

the exact Blasius results are K; = 5.00 and KJr = (.664.

3 Heat Transfer Over an Infinite Flat Plate
We shall assume a constant wall temperature. The energy
equation is:
O(uT) ik oGT) _ 62?"

10
dx dy 6y (10

We set ® = T/T,, and for algebraic convenience T, = 0. We
note:

[a(uT)] _ (T, -
ox ], x

a*T Dy(T,, — 0) o0
[ dy:' ﬂ:—'?T, where DT=-§

0) a(T) (0 -0)
' [ dy ]“ br e

(11)

50

iz

A = cell aspect ratio = H/L
Bo = Boussinesq number =
(Gr)(Pr)?
Bo* = modified Boussinesq number =
Bo-Nu
C; = skin friction coefficient
¢, = specific heat at constant pressure
D, = defined in Eq. (3)
Dy = defined in Eq. (11}
f = function defined in Eq. (25)
Gr = G;ashof number = g S(AT)L?/
v
£ = gravity constant
H = height of the cell defined in Fig.
1

h = film coefficient
k = coefficient of thermal conduction
Kyr = defined in Eq. (15)
Kp, = defined in Eq. (24)
K; = defined in Eq. (9)
K = defined in Eq. (8)
L = horizontal length of the cell de-
fined in Fig. 1

Journal of Heat Transfer

Ly = Lykoudis number =
(0.B%p)lgB(AT)/L]"?
m = numerical constant de-
fined in Eq. (40)
Nu = Nusselt number = hL/k
n = numerical constant de-
fined in Eq. (25)
P = pressure
Pr = Prandtl number = v/«
Oy, Oy, O, = heat transfer rates defined
in Fig. 1
Ra = Rayleigh number =
(Gr)(Pr)
Rap, = defined in equation (38)
Re = Reynolds number = UL/
I
T = temperature
u, v, w = velocity component in the
x, ¥, and z directions
x, v, z = Cartesian coordinates
@ = thermal diffusivity

f = volumetric coefficient of expan-
sion

v = coefficient of momentum correc-
tion in Eq. (8)

& = boundary layer thickness

® = nondimensional temperature = T/
Ty

u = coefficient of viscosity

v = kinematic viscosity

p = mass density

o, = electric conductivity

AT = Tya — Tcou

Subscripts and Superscripts

a = average value defined in Eq. (4)

M = pertains to the momentum
boundary layer

T = pertains to the thermal boundary
layer

x = in the x direction

y = in the y direction

o = pertains to the free stream
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Using Eq. (11) in Eq. (10) we obtain the following:

L aDT(L';) (12a)

X 67‘
(”a)(U”T“) = (DT)(a %) (12b)
pe,TUL(61) = [k—(]:'"é*—m]»{x-l) (12¢)

In Eq. (12b) the quantities in the angular brackets are the weight
coefficients multiplying the OM terms. Equation (12¢) is the
energy conservation equation derived in a control volume using
average values. If we introduce the thermal energy flux correc-
tions factor  along with the averaging coefficient for overall
heat transfer Az, the final AMA energy equation is:

CU.®
X

aDy
= Ap———
T 6%-

(13)

In this equation we should add the subscript e to U,, to note
that this is the value of the average velocity taken at the edge
of the thermal boundary layer. When Pr is high with 6, > &,
as a first approximation we can assume a linear velocity profile,
for the purpose of calculating U,,; that'is, we take:

Um? 61"
= — 14
U, by (143

Using Eq. (14) in Eq. (15)," solving for x/6;, and using the
approximation Nu = D;x/4; we find:
Nu = Ky Re'/2pr'”?

with

26 o\ 13
- (M) (15)

ArKs

Using cubic profiles for velocity and temperature, Ky = 0.358.

The exact value from IM is Ky = 0.339. If we solve Eq. (13)

for 6;/x and divide with the value of 6, from Eq. (8) we find:
AyDy

5 17
R POR [ oot S [ WSV
m (C@)nE«ng )

For the present work the value of this constant is equal to 0.903
compared to the exact 1.025.

For liquid metals we set u,, = U, and £ = 1 and solve for
Nu as before to obtain:

Nu = (—D;G“)IﬂPe”z

T

(16)

(17)

For the present work the constant in parentheses is equal to
0.530 versus 0.565 for the exact.

4 Natural Convection Over an Infinite Vertical Flat
Plate

Using the Boussinesq approximation, the equations of conser-
vation for mass, momentum, and energy are:

! This step is instructive. We have: (0,/L)[U.(6:/6y)] = aD/5%. By visual
observation this is the beginning of where the % power of the Prandtl number
enters into the calculation of the Nusselt number. Sec also Eq. (42) of p. 38 in
Bejan (1984).

606 / Vol. 117, AUGUST 1995

du v
_.+_

= 18
dx dy 0 (18)
a(u?)  d(uv) %u

S ) R w SR g i 19
o ay v a2 g8( ) (19)

a(uT) a@T) 8T
—_—_— e — =g — 20
ax dy @ ay? (20)

We set the constant wall temperature as Ty. Let U be the
characteristic yet unknown thermal velocity driven by buoy-
ancy. Using the AMA procedure as described above, the follow-
ing equations are equivalent to Eqs. (19) and (20):

<53>(f) " <Du>(f—§f) (BT -T) (D)
X 6M

(7.0, 2 = (D) % (22)
X 67

This is an algebraic system of two equations with three un-

knowns, namely U, 8, and 6r, and is equivalent to the differen-

tial Eqgs. (18), (19), and (20). Solving Eq. (22) for U, and

introducing it into Eq. (21) we find:

£

s 3
~ 88T - T
ra

Observe that the inverse of second term in the left-hand side
of Eq. (23) denotes the ratio of the viscous over the inertia
forces calculated on the basis of the thermal velocity U. Since
this ratio is proportional to the Prandtl number Pr = v/a, it is
legitimate to attach this physical meaning to the Prandtl number
in the case of natural convection. For liquid metals Pr < 1
implying that the viscous term is very small compared to the
inertia. It follows that the buoyancy term drives the inertia force,
and viscosity does not enter into the picture for a heat transfer
calculation. On the other hand if Pr is large, the opposite is
true. The inertia term is small, and the buoyancy force not
only overcomes the frictional force inside the thermal boundary
layer, but is also capable of driving the fluid outside by the
mechanism of viscosity. In other words the edge of the thermal
boundary layer acts as a moving plate, as it faces the bulk of
the fluid where there are no temperature gradients.

To get out of the dilemma of one missing equation for the
case of moderate or large Prandtl numbers, we note that the
locus of the maximum velocity will certainly be in the neighbor-
hood of y = &, the region where the driving thermal force is
present. This means that it is appropriate (mandatory) to use
the thickness 6, in the place of §, for the heat transfer calcula-
tion. Going back to the case of liquid metals, we note once
again that §,, is absent, and therefore there is no harm in setting
by = 6r. Since in the two asymptotic cases for Pr — 0 and
Pr — oo, by setting 6,; = & we obtain correct results, we use
this equality throughout.

We can now proceed to the calculation of the Nusselt number
from Nu = Dy (x/6r). After some algebra we obtain;

1

7 @ \14
(5
Pr

o= (350) " o= [(&)(E)] e
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Nu = KHT‘REIM'

where:
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Note that this equation yields the asymptotic results,
fl = Nup,...r o Ra”‘ and f‘z = Nupr_.g x BOI” [25)

For a cubic velocity profile, and a parabolic one for the tempera-
ture, we have the values: 6, = }, 4, = &, Dy = 2, D, = 1, from
which: Kyr = 0.687 compared to the exact 0.508, and Kp. =
0.50 compared to the exact 0.952 from IM theory.

‘We now use the technique of the well-known approximation
of a continuous function f( x) in terms of its asymptotic values
for small and high x given by f, and f; by setting:

=i/ (B ]

Note that this equation is functionally identical to Eq. (25) for
n = 1. With an exponent n = %, Eq. (24) becomes:

14
Nu = 0.687 Ra (26)

05{}{) 97167y 4/9
()
Pr

Churchill and Chu (1975) suggest for best fit of all data:
0.67 Ra'"*

0492 /167 419
G
Pr

A few final observations: If one traces the origin of the quantity
in the right-hand side of Eq. (23), that is the Rayleigh number
Ra, he will discover that it is the ratio of the buoyancy force
over the viscous force, calculated on the basis of the thermal
velocity Uwhen Pr is very high. If we go to the other extreme
of liquid metals where the relevant number in Eq. (27) is the
ratio Ra/(1/Pr) = Ra.Pr, that is the Boussinesq number Bo,
independent of viscosity, and again follow its appearance from
the fundamental equations, it will be seen that it corresponds
to the ratio of the buoyancy forces over the inertia, again on the
basis of the thermal velocity U. These physical interpretations,
however, are asymptotic meanings for Ra and Bo for the cases
of large and small Prandtl numbers, and they lose these mean-
ings for the in-between cases. Investigators who attach to the
Grashof number, Gr = Ra/Pr, the meaning just given to Ra are
wrong. The Grashof number as such plays no role in the heat
transfer of natural convection problems. On the other hand it
is the nondimensional number that determines transition to tur-
bulence, as established recently in Bejan and Lage (1990) and
in experiments by Vitharana and Lykoudis (1994).

This picture is essentially the one presented by Bejan (1984 ),
who correctly brings forth previous misunderstandings on the
nature of the layers 6, and §,. Bejan uses OM arguments to
establish the relevant scales for small and large viscosity. The
development here is equivalent, but as has been seen, the argu-
ment for the heat transfer calculation and the meaning of the
numbers Pr, Ra, and Bo has progressed differently.

Nu = 0.68 +

(27)

5 Natural Convection Over an Infinite Flat Plate in
the Presence of a Horizontal Magnetic Field

This is the problem that Lykoudis ( 1962) solved using three
methods: integral, collocation, and an analog computer. The
AMA technique, the details of which are not presented here,
yields the following result for the Nusselt number:

202D, Bo'”?
1Y 172
Pr]}
(28)

DOZ\[ &.Dr

Ly + { Ly? + 4f —=—2 || —=— +
y { y (E!DT)[BnDu

In a nondimensional form, as defined in Lykoudis and Dunn

(1973):

1/2

Nu =

Journal of Heat Transfer

(%) 114

Ly + ILYZ +%}I.’2

— Nu-1 .
Nu = = 29
4 NUQ -1 { } ( )

The numerical constant 3 = 1.333 was found by Lykoudis
%1962) bK/[the collocation method to be 7 = 0.571, and by the
ntegral Method, ¥ = 2.286. The analog computer solution,
more reliable, is in excellent agreement with the AMA solution.
Of course one cannot emphasize enough times that the results
of all integral methods, including AMA, are checked against
experimental values, and an adjustment of the numerical con-
stants is always necessary. For this reason the value of the
Integral Methods rests mainly in their capability to yield good
functional relations for drag and heat and mass transfer rates in
terms of the correct nondimensional numbers.

6 Natural Convection in Enclosures

Here we shall examine the case of a natural convection cavity
of height H, thickness L, and depth equal to 1. We shall assume
that the two vertical walls are heated and cooled, respectively,
whereas the top and bottom sides are insulated. This is one of
many possible cases. This problem is of recent importance and
reviews on the subject by Catton (1978) and Ostrach (1972,
1982) can be consulted. An extensive review of experimental
and numerical work along with empirical correlations can be
found in Churchill (1983). There is also an abundance of theo-
retical and numerical work that can be found in Batchelor
(1954), Bejan (1979), Berkovsky and Polevicov (1976), Gill
(1962), Okada and Ozoe (1992), Ozoe and Okada (1989),
and Viskanta et al. (1986). These references are only few, and
are selected because this paper will make specific use of some
of their results.

For the problem at hand there does not seem to exist a single
correlation capable of yielding the Nusselt number for all ranges
of Raleigh, Prandtl, and Aspect Ratio A. However there are
extensive experimental data for all fluids including the difficult
liquid metals, and also a plethora of numerical solutions.

The aim of the paper is to use the AMA method without
attempting to calculate the weight coefficients that multiply the
OM terms as already explained. In order to simplify the algebra,
we shall assume that these coefficients are equal to 1. When
we arrive at the end result for the Nusselt number, we shall
enter numerical constants, which we shall then determine from
numerical and theoretical asymptotic solutions with the added
help of experimental data.

In order to convert the essentially three-dimensional problem
to a two-dimensional one, we use the following scheme as
depicted in Fig. 1. Following the explanation of the caption in
Fig. 1, and using AMA throughout, we have:

Or=0u+ 0 (30)
Qx"""’k(—A—,TL'X, QH“”J’C(AT)yH,
é b
Q;ﬁk%ﬂ% a1

Setting (AT'), = (AT), and substituting Eq. (31) into Eq. (30),
we obtain:

X H L

= B 32
& & X (32)
We now write the two equations of conservation for momentum
and energy:
- Ap w o U?
=gl —)=2—=+— 33
g s( p ) 52 T x (33)
U _ «a
—_— — 34
X & ()
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Qx
I | %
x Q
4 oo Qo
i P I
H X H X
=Ty, T l T=T,
l :
’ le— L —pt it 4 je—— L. —
q’=0
LS
(a) (b)

Fig. 1 Geometric and thermal definitions of an enclosure with constant
heat flux at the two vertical walls with insulated upper and lower bound-
arles, The third dimension is perpendicular to the paper, and is assumed
to be large compared to the other dimensions, so that there are no
velocity and temperature gradients acting in the z direction. Figure 1(b)
converts Fig. 1(a) to an equivalent thermal circuit by deploying the height
H to an unknown height X such that the heat flux Qy conducted normal
to X is equal to the heat Q conducted normal to H and Q, normal to L.

We now eliminate U from Egs. (33) and (34), solve for X,
and substitute this value of X in Eq. (32) to find:

2

RaL R.’df,
(l - &) (1 + &)
Pr Pr

Here, we have inserted three numerical constants, 8,, f,, and
B, to account for the combination of the weight coefficients
that we have assumed to be equal to 1.

Equation (35) is a quadratic in terms of Ra and yields the
final result. It can be solved explicitly for Ra, in terms of Nu, Pr,
and A = H/L. But we shall first determine the two asymptotic

Nui + B, (A)Nuj = g, (35)

solutions for very small and very high A-Ra. These solutions
are:

ARa> 1 Nu, = (%) e BB (36)
: A-(l + *-6—2)
Pr
277
177 RaL
ARa<1 Nu =g} (37)

(T%—)

These two equations are already established in the literature.

We can now proceed to fix the 3 constants. The purpose of
this note is not to make a critical appraisal of all available
theories, numerical and experimental work. The point here is
that one can use the general solution given by Eq. (35) and
bring it into an agreement with the data that one can show are
more reliable than others. Nevertheless, in order to test the
validity of the suggested correlation, we shall fix the constants
3 by looking at the collection of data as presented in Churchill
(1983), Berkovsky and Polevicov (1976), and Okada and Ozoe
(1992). The values we have chosen are as follows: To satisfy
high (A-Ra) data we use the familiar asymptotic solution given
by Bejan (1979) in his note on the work of Gill (1962), which
in turn was a followup of the early work of Batchelor (1954).
Bearing in mind Eq. (36) we set: (8:/8,)" = 0.363. To satisfy
low A data such as those cited in Fig. 15 of Churchill (1983)
and the extensive numerical data of Berkovsky and Polevicov
(1976), we choose #3'7 = 0.18. For Rap, we choose a correla-
tion of the type:

Ra

Rap, = (38)

1E+3

5,6:

Eq. (15) In Fig. 15 in Churchill (1983)
1E+2 1
Symbol
0O : A=10
iR A 1 A=20

1E+1 ¢+

Eq. (39) of Present work for Pr=co

2: Eq. (39) of Present work for Pr=5

3: Eq. (39) of Present work for Pr=0.7
4: Eq. (10) in Fig. 15 in Churchill (1983)

1E+5

PERETTT PP RTTIT) PSR TIT]
t +

1E+8

Ly

1E+8

Liaaaig P TTT
t

1E+7 1E+8 1E+10 1E+11

RaL/ A

Fig. 2 Comparison of Eq. (39) of present work with the data and correlations cited in Fig. (15) of Churchill (1983), for channels of high aspect ratio

A, heated and cooled on the vertical sides
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1E+2

[ Curve 1: Eq. (16) in Flg. 16 in Churchill (1983)

[ 2: From Fig.16 in Churchill (1983) for Pr=oo y
3: From Fig.16 In Churchill (1983) for Pr=0.7
4: Eq. (39) of Present Work for Pr= oo
5: Eq. (39) of Present Work for Pr=0.7

=~ | Symbols
; | O Numerical values from Fig. 16 in Churchill (1983)

® Experiments from Fig. 16 in Churchill (1983)

1E+1 4

1E+3 1E+4 1E+5

Aol i i paal i Sl b i L "
L}

Ra /A

1E+8 1E+7 1E+8 1E+8

Fig. 3 Comparison of Eq. (39) of present work for channels of aspect ratio near unity, heated and cooled on the vertical sides as per data in Fig.

(16) of Churchill (1983)

In contrast to the three 3 constants, which emerge from the
weight coefficients, the exponent m is introduced artificially. In
order to satisfy liquid metal data we set: §, = 0.001 and
m = 4,

At this point we present for convenience an approximation
of the fundamental (Eq. (35)). This approximation is based on
the method of the interpolating function as presented in Eq.
(25). In this case the power n is not a free parameter, neither
is it determined from experimental data. It is adjusted for best
fit of the interpolating function f, which is made to agree with
the value of f at the point where f, = f; (that is, by equating
the two Eqgs. (36) and (37)). This is an easy calculation that
leads to a transcendental equation for n, which is satisfied for
n = 5.5. The end result, which has incorporated the values of
the constants S, already adopted, is:

20 T T Illlltl T 7T IIIIIII T T I|IIII| L] T ||IIII| T T l'lllll
O pr=0.01 Calcul., Viskanta et al. (1986) o
A Pr=0.02 Calcul,, Viskanta et al. (1986)
O Pr=0.05 Calcul, Viskanta et al. (1986)
10/~ mPr=0.054 Calcul, Ozoe & Okada (1989) T
- 4 Pr=0.025 Expmt. Okada & Ozoe (1992) i
- ———  Eq.(40) of Present work g
o | 5 L Present Work =
=
z F Pr=0.010 E
Pr=0.025
I Pr=0.054 i
Z7 Churchill (1983)
B Pr=0.025 b
Pr=0.054
1 1 IIIPIII' L ll‘lllll L ll‘lllll 1 Il’lllll 1 Illllll ?
102 10° 10% g+ 10° 108 10

Fig. 4 Comparison of Eq. (40) of present work with the numerical and
experimental data quoted in Okada and Ozoe (1992)
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0. 18 (Rap, )m'
{1 + [0.5(Rap’-A)'"*]35} 1138

=~

(39)

Companson of this equation with Eq. (35) shows that the error
is less than 3 percent for the region of interest of Ra > 10°.

In Figs. 2—4 we compare Eq. (39) with experimental data
and theories as stated before. Figure 2 is taken from Churchill
(1983) and contains large aspect ratio data. His three correla-
tions, which are a mixture of Bejan’s analysis and empirical
adjustments, yield values for Nu that coincide with those of Eq.
(39). The agreement of Eq. (39) with the data is good for the
range Ra/A = 10° to 10° and perhaps 107 where transition to
turbulence begins, The correlation fails for Ra/A < 5 X 10°
where Bachelor’s correlation is applicable.

Figure 3 is also taken from Churchill (1983) and contains
data for channels of aspect ratio near unity. Here, Churchill’s
correlations follow a j slope, the same slope valid for large A.
However it seems that the theoretical slope of 2 of Eq. (3%} for
small A is favored by the data. Of course the slope of 7 is
supported by the numerical data of Berkovsky and Polevicov
(1976) who suggest empirically a slope corresponding to a
power of 0.290, which is very close to 5 = 0.286.

Finally, Fig. 4 is Fig. 5 from Okada and Ozoe (1992) and is
a collection of numerical and experimental data for liquid metals
at constnat heat flux. In this case Boussinesq is the appropriate
nondimensional number, We calculate Nu in terms of the modi-
fied Boussinesq number Bo* so that the asymptotic Eq. (37)
becomes:

0.260Bo *2"*

Nu = [Prlh\n + ﬂymlmum

(40)

For the above we still take the values 5, = 0.001 and m =
4. In Fig. 4 note that the experlmental data of Okada and Ozoe
(1992) for galhum favor the  slope, and also that the present
correlation gives a good spread for the cases of Prandtl numbers
between the values of 0.01, 0.025, and 0.05. All in all the present
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correlation seems to do well with the numerical calculations of
Viskanta et al. (1986) and Ozoe and Okada (1989).

We summarize the results of this work by noting that the
present correlation has made use of the numerical constant ( 85/
B = 0.363 from Bejan's theoretical solution, the value

17 = 0.18 from numerical calculations cited in Churchill com-
patible with Berkovsky and Polevikov’s numerical work, and
the two values for 8, and m necessary to fix the relationship of
Eq. (40). These two values are different from the ones sug-
gested in Churchill (1983), 8, = 0.5 and m = &, or those of
Berkovsky and Polevicov (1976), £, = 0.2 and m = 1. Had
we chosen these values for 3, and m the present correlation
would not have been as successful.

7 Conclusions

The Average Magnitude Method (AMA ) was first introduced
by solving the problem of drag and heat transfer over an infi-
nitely long flat plate. It was shown that it is equivalent to the
familiar integral method.

When the problem of natural convection over an infinitely
long vertical flat plate was solved, it was shown that the AMA
method had an advantage of clarity and simplicity over the
integral method in terms of the role and meaning of the nondi-
mensional numbers Ra, Bo, and Pr. The same problem was
solved in the presence of a horizontal magnetic field.

Finally the AMA method was applied to the solution of the
natural convection problem in enclosures where because of the
complexity of the geometry and boundary conditions it was not
possible to calculate the three weight coefficients. The problem
was handled by carrying these coefficients as unknowns. They
were subsequently determined from a mixture of theoretical,
numerical, and experimental information, The final correlation
yielded the Nusselt number as a unique function of Ra, Pr, and
aspect ratio A, and was found to be adequate when tested against
a wide range, of small and high values of these parameters.
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A Thermocapillary Convection

Y. Kamotani

S. Ostrach

Experiment in Microgravity

Results are reported of the Surface Tension Driven Convection Experiment (STDCE)

Department of Mechanical and Aerospace
Engineering,

Case Western Reserve University,
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aboard the USML-1 Spacelab, which was launched on June 25, 1992. In the experi-
ment, 10 ¢St silicone oil was placed in an open 10-cm-dia circular container, which
was 5 cm deep. The fluid was heated either by a cylindrical heater (1.11 cm diameter)
located along the container centerline or by a CO; laser beam to induce thermocapil-

lary flow. Several thermistor probes were placed in the fluid to measure the tempera-
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NASA Lewis Research Center,
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ture distribution. The temperature distribution along the liquid-free surface was mea-
sured by an infrared imager. Tests were conducted over a range of heating powers,
laser-beam diameters, and free surface shapes. An extensive numerical modeling of
the flow was conducted in conjunction with the experiments. Some results of the

temperature measurements with flat free surfaces are presented in this paper and
they are shown to agree well with the numerical predictions.

1 Introduction

Surface tension variations along a liquid-free surface caused
by nonuniform temperature distributions induce so-called ther-
mocapillary flows in the bulk liquid. In a terrestrial environment
such flows are usually overshadowed by buoyancy-driven flows,
except in configurations of small dimension (less than several
mm). In the reduced-gravity environment of space, however,
buoyancy is greatly reduced and thermocapillarity becomes an
important driving force for fluid motion (Ostrach, 1982). In
such applications as crystal growth from melts, two-phase flows
with heat transfer, and thermocapillary migration of bubbles
and droplets, thermocapillary flow is known to play an im-
portant role. For that reason much attention has been given in
recent years to thermocapillary flow analysis. Much of past
work was done numerically (e.g., Fu and Ostrach, 1983; Zebib
et al., 1985; Carpenter and Homsy, 1990). Since thermocapil-
lary flow experiments in one-g must be conducted in very small
systems to minimize buoyancy effects, they can cover only
limited ranges of parameters. Therefore, it is necessary to per-
form experiments in microgravity over a wide range of condi-
tions to investigate and describe thermocapillary flows fully and
to validate numerical analyses.

It is also known that thermocapillary flows in open containers
become oscillatory under certain conditions (e.g., Preisser et
al., 1983; Kamotani et al., 1984, 1992; Velten et al., 1991) but
its cause is not yet completely understood. The least understood
part is the role free surface deformability plays in the oscillation
mechanism, Based on past ground-based experimental work
the authors suggested a physical model that emphasized the
importance of deformable free surface (Kamotani et al., 1984).
On the other hand, some investigators consider the oscillation
phenomenon to be the result of instability that could occur even
with an undeformable free surface (Xu and Davis, 1984; Shen
et al.,, 1990; Neitzel et al.,, 1991, 1993; Kuhlmann and Rath,
1993). According to the latter concept, only one dimensionless
parameter, called the Marangoni number (Ma), specifies the
critical condition for the onset of oscillations. Therefore, further
evidence was sought to determine the importance of free surface
deformation by conducting experiments in space over a wide
range of conditions.

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division October
1993; revision received October 1994, Keywords: Microgravity Heat Transfer,
Thermocapillary Flows. Associate Technical Editor: J. R. Lloyd.

Journal of Heat Transfer

A series of experiments was conceived to study thermocapil-
lary flows in microgravity. The first experiment, called the Sur-
face Tension Driven Convection Experiment (STDCE), was
conducted on the first U.S. Microgravity Laboratory Mission
(USML-1) on the Space Shuttle Columbia (STS-50), launched
on June 25, 1992. The main objectives of the STDCE were to
study the velocity and temperature fields in detail in nonoscilla-
tory thermocapillary flows and to determine whether Ma alone
can specify the onset of oscillations. In a second series of experi-
ments (STDCE-2), scheduled to be conducted aboard USML-
2 in 1995, the focus will be on the oscillation phenomenon,
including the measurement of free surface deformation.

In order to complement the space experiments, as well as
assist in their design, an extensive numerical analysis of thermo-
capillary flow was conducted for both flat and curved free sur-
faces under both steady and transient (nonoscillatory) condi-
tions. Some results of the temperature measurements with flat
free surfaces are presented here and compared with the numeri-
cal results. It was also found that despite the fact that Ma in
the STDCE was up to five times as large as the critical Ma
determined in one-g tests, no oscillations occurred.

2 Description of STDCE

The specific objectives of the STDCE were to determine the
extent and nature of thermocapillary flows, the effect of heating
mode and level, the effect of the liquid free-surface shape, and
the onset conditions for oscillatory flows. The detailed require-
ments of the experiment are given by Ostrach and Kamotani
(1989). Its design and important considerations behind it are
discussed by Kamotani and Ostrach (1987). The development
of the STDCE flight hardware is described by Pline et al. (1990)
and the performance of the hardware during the flight is reported
by Pline et al. (1993).

Experimental System. The basic experimental configura-
tions are illustrated in Fig. 1. 10 cSt silicone oil was used as
the test fluid. The pertinent physical properties of the fluid are:
p =935kg/m’, @ = 9.5 X 10°* m?/s, u = 9.4 cp at 25°C,
and or = —5.5 X 107° N/m°C. The fluid was placed in a
circular container, 10 cm in diameter and 5 cm in depth. The
container side was made of 5-mm-thick copper with copper
tubing coiled around the outside of the side wall for cooling
water circulation. The top rim of the side wall had a sharp edge
to pin the fluid. The bottom wall consisted of plexiglass of
uneven thickness (average thickness 8 mm) because of a filling
hole and the attachment of a lens assembly for flow visualization

AUGUST 1995, Vol. 117 / 611

Copyright © 1995 by ASME

Downloaded 12 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



CONSTANT
TEMPERATURE

HEATER

CONSTANT HEAT FLUX

FLAT FREE SURFACE
Fig. 1 Test configurations for STDCE with flat free surfaces

through the bottom wall, To minimize contamination of the test
fluid, the container inner surface was maintained clean and dry
until the experiment, with the fluid and air both contained within
a closed fluid loop. Two heating modes were employed: CO,
laser heating (called the Constant Flux experiment (CF)) and
heating by a cylindrical heater placed along the container center-
line (called the Constant Temperature experiment (CT)). The
diameter of the submerged heater was set at 1.11 cm, while the
laser beam diameter was variable. The laser power was adjust-
able from 0.2 to 3 W and the submerged heater power from 1
to 20 W. The mean absorption length of the CO, laser (10.6
pm wavelength) by the test fluid was measured to be 0.060
mm (Pline et al., 1990), so the laser beam was absorbed within
a relatively very short distance from the free surface. The emis-
sivity of the fluid surface was determined to be 0.9 (Pline et
al., 1990). The free surface shape was varied by adjusting the
total volume of fluid in the container. Figure 1 shows both CF
and CT configurations with flat free surfaces. The surface was
set within =1 mm of the prescribed location. '

The temperature field in the bulk fluid was measured by 9
thermistor probes at various locations in the fluid and in the
container walls, the positions being shown in Fig. 2. The top
of thermistor No. 1 touched the free surface; one probe mea-
sured the ambient temperature above the fluid free surface and
six thermistors monitored the submerged heater shell tempera-
ture. The three probes along the container centerline were re-
moved during the CT tests. The diameter of the thermistors in
the fluid was 0.5 mm. The temperature data were taken once
every 100 milliseconds during tests, digitized, stored, and down-
linked to the ground station at appropriate intervals for monitor-
ing purposes. The resolution of the digital data was 0.1°C and
the accuracy of thermistor sensors was +0.1°C,

A thermographic technique was employed to obtain informa-
tion on the temperature distribution along the free surface, of
particular importance since it is directly related to the driving
thermocapillary force. The infrared imaging system used in the
STDCE is described by Pline and Butcher (1990b). The op-
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Fig. 2 Location and numbering of thermistors

erating wavelength was 8—14 pum and the mean absorption
length of the fluid in that range was measured to be 0.012 mm.
As will be discussed later, the thermal boundary layer thickness
along the free surface can become comparable to the absorption
length noted above in certain relatively small areas, but along
most of the free surface the boundary layer is much thicker than
the absorption length, so the infrared data are considered to
represent the surface temperature, The minimum detectable
temperature difference was 0.1°C and the spatial resolution was
I mm. Its feasibility and accuracy were checked in a ground-
based experiment (Pline, 1988). This technique was found to
be useful in studying the oscillation phenomenon (Kamotani et
al., 1992).

The flow field was studied by flow visualization and the video
record of the flow is being analyzed using a particle image
velocimetory (PIV) technique. The flow field data is reported
separately (Kamotani et al., 1994a).

Parametric Ranges. The important dimensionless parame-
ters for the present experiment in the case of flat free surface are:
Ma (Marangoni number) = o, ATH/ pce, Pr (Prandtl number) =
vi/e, Ar (aspect ratio) = H/R, Hr (relative heater size) =
Dy/D. In the CT configuration AT in Ma is the temperature
difference between the heater and the side wall. Since the total
power input is specified in the CF tests, the AT is not known
a priori. However, because the thermocapillary flow driving
force is closely related to AT and to make comparison between
the CT and CF tests convenient, Ma based on AT is used in
both cases in the present paper, AT being determined from the
numerical analysis for the CF tests.

Nomenclature

Ar = aspect ratio = H/R
a = radiation absorption coefficient
D = container diameter
Dy, = heater diameter in CT configu-
ration and CO, laser beam diam-
eter in CF configuration
H = container height
Hr = relative heater size = Dy/D
k = thermal conductivity of fluid
Ma = Marangoni number = o;ATH/

ea*T2H/k

t = time

o
Pr = Prandtl number = v/«
Q = total heat input
(r, z) = coordinate system defined in
Fig. 2

612 / Vol. 117, AUGUST 1995

R = container radius
Ra = radiation parameter =

S = surface deformation parameter
= o AT/o(1/Pr)

T = temperature
T, = ambient temperature
T. = side wall temperature
(u,v) = velocity components
o = thermal diffusivity
AT = overall temperature difference
along free surface

¢ = emissivity of free surface
¢ = dimensionless temperature = (7 —
T )/ AT
8, = dimensionless ambient temperature
4 = fluid dynamic viscosity
v = fluid kinematic viscosity
p = fluid density
o = surface tension
o* = Stefan—Boltzmann constant
o = temperature coefficient of surface
tension
¢y = stream function in cylindrical coor-
dinates
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In one-g, heat loss occurs at the free surface mainly through
natural convection to the surrounding air, but in microgravity,
radiation loss to the enclosure wall becomes important. Since
the temperature difference between the free surface and the
surroundings is relatively small compared to their absolute tem-
peratures, the radiation loss can be represented by Ra (radiation
parameter) = ca*TSH/k.

The range of each parameter covered in the STDCE was as
follows: 3.6 X 10* = Ma = 3.1 X 10°,78 = Pr = 97, Ar =
1.0, Hr = 0.111 for CT and 0.05, 0.1, and 0.3 for CF, and Ra
= (.5. The physical properties are evaluated at the mean fluid
temperature. The range of Pr reflects the fact that the fluid
viscosity varies with temperature. In ground-based tests in the
CT configuration using a small container (4 mm diameter), the
critical Ma for the onset of oscillations was found to be 6.5 X
10* (Kamotani et al., 1992), so the maximum value of Ma in
the STDCE was about five times that value.

3 Numerical Analysis

The program for the flat free surface is based on the SIM-
PLER algorithm by Patankar (1980). The flow is assumed to
be laminar, incompressible, and axisymmetric. The fluid proper-
ties are considered to be constant, except for viscosity, which
varies with temperature. The program provides both transient
and steady solutions of the Navier—Stokes and energy equa-
tions. The coordinate system used in the analysis is defined in
Fig. 2. The coordinates (r, z) are nondimensionalized by R and
H, respectively. The velocity components (#, v) and stream
function  (in cylindrical coordinates) are made dimensionless
by orAT/p and o ATRH/ u, respectively. The temperature T
is nondimensionalized as § = (T — T.)/ AT,

The no-slip condition is used on the side and bottom walls,
and on the heater surface in the CT configuration. The hydrody-
namic boundary condition along the free surface is a shear stress
balance, namely du/dz = —Ar 80/9r (dimensionless). The
bottom wall is assumed to be thermally insulated. The side-wall
temperature and, in the CT tests, the heater temperature are
given by the experimental data. Both temperatures change with
time during the tests. The dimensionless thermal boundary con-
dition along the free surface is 86/9z = —4Ra (8 — 8,), where
., is given by the data. In the CF configuration, the laser beam
is absorbed internally so that a heat source term is added to the
energy equation. The dimensionless source term is given as
2Qa/(wkATHr?*) exp (—2/Hr*r?) exp [—aH(1 — z)]. The
viscosity—temperature relationship used in the present analysis
is wlp, = 1.0 = 171 X 102 (T - T,) + 1.06 X 107 (T —
T,)?, where T'is in °C and y, = 9.4 cp at Tr = 25°C. The relation
is based on the information in the product manual (1983) and
is valid in the temperature range of the STDCE.

A nonuniform grid system is adopted with meshes graded
toward the hot and cold walls and toward the free surface. In
the CT cases the free surface temperature varies very sharply
near the heater due to the presence of a thin thermal boundary
layer along the heater surface. As a result, the free-surface
velocity increases very sharply in that region and an accurate
resolution of the surface velocity distribution near the heater is
the most important requirement for the numerical grid. The
surface velocity distributions computed with three different
grids are shown in Fig. 3(a). The computed case corresponds
to the main CT test and is discussed in detail below. The 46 X
41 (radial X vertical) grid with the smallest radial mesh size
of 0.001 next to the heater is not adequate. The 58 X 51 and
67 X 60 grids with the smallest mesh sizes of 0.0005 and
0.0003, respectively, give nearly the same distribution. With all
three grids the maximum stream function and the total heat
transfer rate are all within 1 percent of each other. Therefore
the 58 X 51 grid is used both for the steady and transient CT
computations. In the CF configuration there exists a very thin
thermal boundary layer along the free surface in the region
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Fig. 3 Comparison of results obtained with various grid systems

heated by the laser beam, so an accurate prediction of the surface
temperature distribution near the heated region becomes im-
portant. In Fig. 3(b) the surface temperature distributions com-
puted with three different grids, 37 X 40, 46 X 51, and 38 X
60 with the smallest axial mesh sizes next to the free surface
of 0.005, 0.001, and 0.0005, respectively, are shown for the
main CF test. Based on Fig. 3(b) the 46 X 51 grid is used for
the CF transient and steady analysis.

In the following discussion the numerical results are com-
pared with the experimental data. One source of error must be
considered in that comparison because the experimental data
are used as the inputs to the numerical analysis. Since the value
of Ma in the computation is based on the experimental data of
T, and T, in the CT configuration, and on Q and 7, in the CF
configuration, Ma is affected by the measurement errors of those
quantities. For both configurations the value of Ma is estimated
to contain * 5 percent error, including the estimated errors in
the physical property values. It can be shown (Chang, 1994)
that in the range of Ma studied herein the dimensionless heat
transfer coefficient (Nusselt number) varies as Ma'* in the
CT configuration and as Ma'” in the CF configuration. The
dimensionless temperature field depends similarly on the Ma,
which means that the error in the computed dimensionless tem-
perature due to the error in Ma is =2 percent at most.

4 Results and Discussion

In the STDCE a total of 11 CF and 7 CT tests were conducted
with flat free surfaces. It had been estimated that about one
hour would be needed to obtain thermal equilibrium. Consider-
ing such relatively long transient period, it was decided that
only one CF and one CT one-hour test would be conducted to
study the complete transient flow and thermal development.
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Fig. 4 Variation of heater and side wall temperatures with time for CT
test (symbols denote experimental data and solid lines are inputs to
numerical analysis)

These two tests are discussed below. The other tests were
shorter duration tests to determine whether the flow would be-
come oscillatory.

CT One-hour Test. Before the test the free surface was
checked through video downlink to be flat and no appreciable
motion existed in the fluid. Figure 4 shows how the heater and
side wall temperature varied during the one-hour period after
the heating started. The power to the heater was boosted for
the first 90 seconds to shorten the warm-up time of the heater.
Judging from the heater temperature overshoot in Fig. 4, the
power boost was slightly too large. After the boost period the
heater power was adjusted but the heater temperature increased
gradually throughout the one-hour period. The side wall temper-
ature variation was relatively small, about 0.6°C increase after
one hour. The readings of the two thermistors in the side wall
were the same within the resolution of the data acquisition
system (£0.1°C). Of the six thermistors in the heater shell,
four of them were positioned in the top % of the heater length
and read within +0.2°C of each other (the data in Fig. 4 are
the average of those). However, the two thermistors near the
heater bottom read about 0.5°C below the above average, proba-
bly due to the end heat losses. The solid lines in Fig. 4 are used
as inputs to the numerical analysis.

Figure 5 shows the computed streamlines and isotherms at ¢
= 2 min. The streamline pattern shows that the entire fluid is
in motion at this time. The overall flow structure changes little
beyond this time, which agrees with the actual observation of
the flow. In comparison, in one-g the flow in this large system

ISOTHERMS
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Fig. 5 Stmamllnés and isotherms at t = 2 min for CT test
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Fig. 6 Isotherms at various times for CT test

is confined to a thin region near the surface because of stratifi-
cation. The isotherms in Fig. 5 suggest that the temperature is
basically equal to the initial temperature over most of the flow
field. The liquid initial temperature was about 0.5°C below the
side wall temperature.

The transient development of the temperature field is shown
in Fig. 6, based on the numerical analysis. Heat is transferred
from the heater to the bulk liquid by convection first along the
free surface and then into the interior region. The steady-state
profile in Fig. 6 is computed based on the thermal boundary
conditions at ¢ = 60 min, which shows that the temperature
field at t = 60 min (Fig. 6¢) is not yet steady. The reason it
did not become steady by = 60 min (the transient starting
period was established to be about 60 min) was that the heater
temperature continued to increase, as seen in Fig. 4. Figure 6
also shows the presence of a thin thermal boundary layer along
the heater.

In the CT tests thermistors No. 1-No. 3 (Fig. 2) measured
the fluid temperature. The outputs from those probes are com-
pared with the numerically predicted values in Fig. 7 and good
agreement is shown. For some reason the No. 3 probe output
seemed to be too high because, although it was below the No.
2 probe (Fig. 2), its reading was always above that of No. 2,
which does not seem to be correct (see the isotherms in Fig.
6). In any case the difference between the No. 3 probe reading
and the numerical prediction is at most 0.4°C, which is only 3
percent of AT. As shown in Fig. 7(b), relative to the overall
temperature variation in the liquid, agreement between the anal-
ysis and data can be said to be excellent (for clarity only read-
ings Nos. 1 and 2 are shown in Fig. 7b). As mentioned above,
the fluid temperature was still increasing after the one-hour
period.

The infrared imager did not require in situ calibration, but
for a reason not yet fully understood its readings seemed to
have shifted, judging from a comparison of its measurement of
the fluid initial temperature with that measured by the thermis-
tors. It was calibrated before and after the flight but no drifting
was found. For that reason, instead of determining the absolute
temperature of the free surface, the surface temperature change
from the initial temperature was computed, Figure 8 shows the
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Fig. 7 Comparison of thermistor data with numerical results for CT test

relative surface temperature distributions at ¢ = 10 and 60 min.
The data and numerical prediction agree very well. As seen in
Fig. 8, the surface temperature drops sharply near the heater
and, as a result, the surface velocity increases very sharply and
attains its peak near the heater, as Fig. 3 shows. Comparison
of the profiles at ¢+ = 10 and 60 min indicates that the overall
profile does not change much with time, it only shifts as the
fluid warms up. Since the driving force is dependent on the
slope of the of the profile, the velocity field does not change
much with time.

The total heat transfer at the heater is calculated to be 1.18
W, while the total power input to the heater was measured to
be 1.2 W, so about 2 percent of the input is considered to be
lost by conduction through the base of the heater. Of the 1.18
W of the net heat input to the fluid, 14 percent is lost by radiation
from the free surface according to the numerical analysis. The
ratio of the net heat input to the total heat lost from the fluid
(radiation loss plus conduction at the cold wall) is computed
to be 1.19 at ¢+ = 60 min, showing again that the temperature
field was not in equilibrium at that time.

CF One-hour Test. The thermal conditions for the CF test
are shown in Fig. 9. The laser beam power remained constant
at 0.48 W throughout. The beam diameter was 1.0 cm. However,
the side-wall temperature kept increasing and changed by 1.5°C

Journal of Heat Transfer

-
-~

s
X1

STDCE - CT
TIME = 10 MIN.

-
o

surface temp. - initial temp. (°C )

0111 0.2 03 04 0.5 08 0.7 08 0.9 1

ey
@™

" STDCE - CT
TIME = 60 MIN.

surface temp. - initial temp. (°C)

0111 02 03 04 05 08 07 08 09 1
r/R

Fig. 8 Comparison of infrared imager data with numerical results for
CT test (points are experimental data and lines are numerical results)

(15 percent of AT) after one hour. Since in the CT test the
side wall temperature did not change that much despite the
fact that the heat input to the fluid was greater, the side wall
temperature increase in the CF test was not because of the heat
input from the laser beam. Considering the fact that the air
temperature above the fluid also increased by the rate shown in
Fig. 9, the increase is considered to be due to the ambient
temperature increase, due probably to an increase in thermal
loading of the Shuttle avionics air system. In all other tests the
side wall temperature remained at about 25°C. The solid lines
in Fig. 9 are the inputs to the numerical analysis. The air temper-
ature is assumed to represent the surrounding wall temperature
in the calculation of the radiation loss from the free surface.
The computed isotherm patterns at various times are pre-

TIME (MIN)

Fig.9 Thermal boundary conditions for CF test (symbols denote experi-
mental data and solid lines are inputs to numerical analysis)
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Fig. 10 Isotherms at various times for CF test

sented in Fig. 10. The steady-state pattern is based on the ther-
mal conditions at t = 60 min. Although it is not shown, the
streamline pattern is similar to that in the CT test (Fig. 5) and
in about two minutes the pattern is set as in the CT case. The
initial liquid temperature was about 0.6°C below the side wall
temperature. At ¢ = 10 min heat was spread only along the free
surface and most of the fluid temperature remained unheated.
Even at 7 = 30 min a large portion of the fluid had a temperature
below the side-wall temperature but convection was beginning
to heat up the interior. At t = 60 min most of the fluid had a
temperature just above the side-wall temperature, but the tem-
perature distribution was not yet close to the steady profile. The
main reason the fluid temperature remained low compared to
the side wall for such a long period was the continuous increase
of the latter temperature, as discussed above. Also, compared
to the CT case, the total heating area was smaller in the CF
test, so that the bulk temperature remained relatively low in the
latter case.

Figure 11 (a) shows the computed maximum fluid tempera-
ture and comparison between the Nos. 1 and 2 thermistor read-
ings and the numerical prediction. The maximum temperature
kept increasing partly because of the side-wall temperature in-
crease and partly because the temperature field was not in equi-
librium. The figure shows good agreement between the data
and the prediction. In Fig. 11(b) the temperature scale is ex-
panded to show three thermistor readings. As discussed in the
CT case, the reading of No. 3 thermistor seemed to be slightly
too high (close to the reading of the probe at the free surface),
but the difference between the data and the prediction is about
0.4°C, which is only 4.5 percent of the AT. In the CF test
the three thermistors along the container centerline provided
additional data and these readings are given in Fig. 11(c) along
with the numerical prediction. These readings are all close, and
the predicted temperature variations follow the data closely.
According to the isotherms in Fig. 10, the thermal boundary
layer thickness along the free surface is less than 1.5 mm near
the center, so the No. 5 thermistor, which was located at 2
mm from the surface, was just outside the boundary layer. The
infrared imager data are compared with the predicted relative
surface temperature distributions at ¢+ = 10 and 60 min in Fig.
12. They agree well, but the imager data was lower than the
prediction near the heated region because of the presence of a
very thin thermal boundary layer there. Because of the thin
boundary layer, practically there is no accurate way to measure
the surface temperature near the center. The data at r/R = 0.5
agree with the No. 1 thermistor data.

As for the overall thermal balance based on the numerical
analysis, 14 percent of the total heat input to the fluid is lost
by radiation from the free surface at t = 60 min. The ratio of
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the total heat input to the total heat out from the fluid is 3.4 at
t = 60 min so that the temperature field is still far from equilib-
rium, even after one hour. The overall AT is 10°C when steady
state is reached, as seen in Fig. 3(b), but AT at ¢t = 60 min is
still about 9°C, according to Fig. 11(a).

By comparing the results of the CT and CF tests presented
above one can say that although the flow structures are similar
(simple unicellular structure), the temperature fields are differ-
ent: In the CT case the overall fluid temperature is higher and
there exists a very noticeable thermal boundary layer all along
the heater surface, while in the CF case a thermal boundary

TEMP. (*C)

TIME (MIN)
(a) Fluid temperature variation

TEMP. (*C)

TIME (MIN)
(b) Fluid temperature at r/R=0.5

31

30
o 2 #5,#6,#7
e 28
B af
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®0 10 20 % 4 50 6

TIME (MIN)
(c) Fluid temperature at r/R=0

Fig. 11 Comparison of thermistor data with numerical results for CF
test
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Fig. 12 Comparison of infrared imager data with numerical results for
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layer exists along the free surface, mainly in the heated region.
In both cases the free surface temperature drops sharply in a
relatively small region near the center (the so-called hot-corner
region) and the flow is driven mainly in the hot-corner region.
Although no oscillations were found in the present experiment,
ground-based tests have shown that the oscillation phenomenon
is very much influenced by the heating mode.

5 Concluding Remarks

Some of the temperature data taken in the STDCE experiment
conducted aboard the USML-1 Spacelab in 1992 are presented.
The results for a one-hour CT (Constant Temperature) test and
for a one-hour CF (Constant Flux) test are given and compared
with the results of the numerical analysis conducted in conjunc-
tion with the experiment. The tests covered a range of Ma up
to 3.1 X 10°. The temperature data were taken by thermistors
and an infrared imager. Aside from some problems discussed
above, the hardware performed well in general, and a large
number of valuable data were collected. The temperature data
presented in the present paper agree well with the numerical
prediction. A validation of a numerical analysis for thermocapil-
lary flow in such a high Marangoni range has not been done in
the past. A total of 20 CF and 18 CT tests were conducted with
flat and curved free surfaces under varieties of conditions. The
thermal field did not become quite steady in any of the STDCE
tests. However, the surface temperature profile ( not the absolute
level) and the thermal boundary layer in the heated region were
established within ten minutes after the start of each test. Since
the surface temperature gradient is the flow driving force, the
flow field did not change appreciably after that time. G-jitter
caused by thruster firings induced small but visible free surface
disturbances, which quickly dumped and, therefore, did not
change the steady flow field.

Journal of Heat Transfer

No oscillations were observed in any of the tests despite the
fact that Ma was up to five times larger than the range of
Ma where oscillations occurred in one-g tests. The unsteady
conditions in the STDCE cannot explain that much discrepancy
as the velocity field and the important region of the temperature
were nearly steady in those tests. The range of Pr in our ground-
based experiments were: Pr = 19-27 in the CT configuration
(Kamotani et al., 1992) and Pr = 23—51 in the CF configuration
(Lee et al., 1994), while in the STDCE the range was Pr =
78-97. Data (Lee et al., 1994) show that the critical Ma is not
a strong function of Pr in one-g tests. Therefore, the difference
in Pr cannot account for the nonexistence of oscillations in the
STDCE. It is also noted that in conjunction with the STDCE
some tests were performed in the Glovebox aboard the USML-
I to study oscillatory thermocapillary flows in the CT configu-
ration using smaller containers (1 and 3 cm diameter) than in
the STDCE and with the same test fluids (Pr = 20-51) as in
our one-g tests (Kamotani et al., 1994b). The flow remained
steady even at Ma about eight times larger than the critical Ma
in one-g tests. It is thus obvious that the onset condition of
oscillations is not determined by Ma itself.
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Natural convection in a cubic enclosure with an internal isolated heated vertical
plate was investigated both experimentally and numerically. The internal plate was
suspended under the lower surface of the enclosure top wall and electrically heated.
The six enclosure walls were at a lower constant temperature. The plate average

Nusselt number and the air temperature in the enclosure symmetry plane were experi-
mentally determined in the range of Ra = 8 X 10” to 5 X 107. Numerical simulations
of laminar natural convection in the same configuration were performed. The
agreement between the test data and the numerically predicted values is reasonably
good, with a maximum deviation in plate average Nusselt number of 12.3 percent
and that in air temperature of 9.4 percent. Detailed temperature and velocity distribu-
tions in four cross sections were presented for the case of Ra = 6.57 X 10°,

Introduction

For the past three decades, natural convection heat transfer
in enclosures has been extensively studied because of its ever-
increasing application in areas where basic data for buoyant
enclosure flows are needed. Despite the intensity of the effort,
knowledge in this field is still limited. It turns out that most of
the studies in the existing literature are concerned with the
enclosures within which there is no internal island(s) (Ozoe et
al.,, 1976, 1986; Bohn et al., 1984; Yang, 1988; etc.) or with
partitioned enclosures (Nansteel and Grief, 1981; Bajorek and
Lloyd, 1982; Chang et al., 1982; Bilski et al., 1986; Jelti et al.,
1986; Karki et al., 1992). As far as the natural convection in
enclosures with internal isolated (i.e., not bounded by any part
of the enclosure boundaries) is concerned, a search of the litera-
ture has shown that there is only a limited number of publica-
tions, most of which are related to the two-dimensional problem
(Sparrow and Charmchi, 1981; Warrington and Crupper, 1981;
Sparrow et al., 1984; Adlam, 1986; Zhang et al., 1991; Sathe
and Jashi, 1992; Yang and Tao, 1992; Esteki et al., 1993; Wang
et al., 1994),

Natural convection in three-dimensional enclosures with in-
ternal isolated island (s) is of interest in many engineering fields.
These include energy transfer in rooms and buildings, heating
of evaporators in a refrigerating compartment of a domestic
refrigerator, cooling of an electronic board, etc. The existence
of the internal isolated island provides new complexity in the
numerical and experimental techniques.

With this short review as a background, attention is now
turned to the purpose of this study. The problem to be studied
in this paper is the natural convection in a cubic enclosure with
an internal isolated vertical plate. This configuration is shown
in Fig. 1(a). As seen there, the internal plate has a uniform
temperature T}, while the six surfaces of the enclosure have a
uniform but different temperature T.. The enclosure is filled
with air. The steady-state, laminar natural convection in the
enclosure is investigated by both experimental and numerical
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methods. It has been shown by the present authors ( Yang et
al.,, 1993) that as long as no bifurcation occurs, the results
obtained from the present configuration may be applied to that
shown in Fig. 1(&), which is a simplified model for a refrigerat-
ing compartment of a domestic refrigerator.

Experimental Apparatus and Data Reduction

The test cell is a cubic enclosure with interior dimensions of
100 mm. A pictorial view of it is shown in Fig. 2, where the
top and bottom walls are removed. Before screwing the top
plate to the four lateral walls, the internal plate is suspended
under the lower surface of the top plate by two thin wires with
desired length. The wires also serve as conducting wires for the
power supply. The dimensions of the internal plate are 55 X
80 X 6 mm. The position of the internal plate is shown in Fig.
1(a).

Each of the six enclosure walls consists of an aluminum plate
2 mm thick and a plastic plate 8 mm thick. At one side of the
plastic plate a zigzag cooling channel with a square cross section
of 5 X 5 mm?® is milled. This side of the plastic plate is then
glued to the aluminum plate to form a wall. The internal isolated
plate has a sandwiched structure. Its center is a resin plate of
0.5 mm, around which 0.2 mm constantan wire is wound to
serve as heating element. Mica sheets are glued on the two sides
of the resin plate. Two aluminum plates of 2 mm thickness are
then glued on the mica sheets to form a heating plate.

To measure the inner surface temperature of the enclosure,
five thermocouples (copper-constantan) are installed into each
of the six enclosure walls, located to within 1 mm of the enclo-
sure inner surface. One of the five thermocouples is located at
the center of each wall, and the other four are situated at the
two diagonals. To measure the surface temperature of the inter-
nal plate, four thermocouples are placed on the surfaces of the
plate, among which two thermocouples are located at one side
on its center vertical line, and the other two are located at the
opposite side on its center horizontal line. In the course of the
experiment, cooling of the enclosure walls is accomplished by
pumping water through the milled channel of the six walls. The
temperature of the cold water at the inlet of the cooling channel
is maintained constant by a thermostat (within 0.1°C). The
difference in water temperatures at the inlet and the outlet of
the cooling channel is less than 0.4°C. The spatial variations of
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Fig. 1 The geometry considered: (a} inner plate heated, (b) inner plate
cooled

the surface temperature for both the internal plate and the enclo-
sure walls were less than 1-2 percent of the overall temperature
difference. Therefore, the heated and the cooled surfaces may
be considered isothermal.

The entire experimental system is shown in Fig. 3. The enclo-
sure is set in a larger box made of steel. To extend the Rayleigh
number variation range, the pressure in the steel box can be
regulated by a vacuum pump or a compressor. A small metal
tube with an outer diameter of 1.5 mm is used to connect the box
and the enclosure. In the course of evacuation or compression, a
valve in the small tube line is opened and the pressure in the
enclosure is regulated. After a full balance between the pres-

Nomenclature

Fig. 2 Pictorial view of the test enclosure (top and bottom walls re-
moved)

sures in the box and in the enclosure is reached, the valve is
closed and the enclosure is then ready for experiment.

The heating power is measured by a dynamometer. To exam-
ine its readout an ampmeter and a voltmeter are also connected
in the electrical circuit of the heating system. To reduce the
radiative heat transfer, the surfaces of the heating plate are

" covered by very thin adhesive aluminum foil, whose normal

surface emissivity is measured by the comparison method at
room temperature (0.073). The measured emissivity of the en-
closure inner surface is 0.17. Nine thermocouples are located
in the middle plane of the enclosure to measure the air tempera-
tures. All the thermocouple signals are detected and recorded
by a HP 3054 data acquisition system.

Thermal properties of the air in the enclosure are calculated
at a temperature determined by the following equation:

T, = (6T. + T,)I7 (1)

The characteristic length used in calculating the Nusselt number
and Rayleigh number is H = 55 mm (the height of the internal
plate).

The average heat transfer coefficient of the isolated vertical
plate is calculated by

h = Q/(A(T), — T¢)) (2)

The average Nusselt number and the Rayleigh number are

a = thermal diffusivity of fluid,
m*/s
A, = total heat transfer area of the
heated plate, m*
A, = total area of the enclosure in-
ner surface, m?
C, = specific heat capacity of air, J/
kg°C
F = dimensionless time = 7 u,/H
g = gravitational acceleration, m/

(p u?)

h = heat transfer coefficient, W/

P = dimensionless pressure = p/

Pr = Prandtl number
@ = heat transfer rate, W
Ra = Rayleigh number
T = temperature, °C
T, = reference temperature, °C
u, = reference velocity =
(Ra Pr)"?a/H, m/s
u, v, w = velocity components in x, y,
s? and z directions, m/s
U, V, W = dimensionless velocities in

AT=T,-T,°C
€ = surface emissivity
u = dynamic viscosity, kg/m s
® = dimensionless temperature =
(T — T)I(T, — T.)
oy = Stefan—Boltzmann constant
T =time, §

' Subscripts
1, 2 = heated and cooled surface,

respectively
¢ = convective

m?*°C three coordinates; U = u/u,, e = experimental
H = height of the internal isolated etc. [ = fluid
plate, m X, ¥, z = coordinates, m p = predicted

I, J, K = indices of grid point in X, ¥,

X, Y, Z = dimensionless coordinates; X

r = radiative

and Z coordinates = x/H, etc.
k = thermal conductivity, W/m°C B = volume expansion coeffi-
K, = ratio of thermal conductivity = cient, K~!

klke
Nu = Nusselt number
p = pressure, Pa
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6 = percentage deviation in tem-
perature = (T, — T,)/AT
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Fig. 3 Diagram of the measurement system

Nu = hH/k, Ra = gBH*(T, — T.)p2C,/(ku) (3)

In the pressure and temperature variation ranges of this study,
air may be regarded as an ideal gas, hence, the density is propor-
tional to the pressure. The Rayleigh number is then directly
related to the square of the pressure

Ra = CgBH(T), — T.)C,P*/ (ki) (4)

where C is a coefficient dependent upon the temperature. In
this study the air pressure varied from 6 kPa to about 0.4 MPa,
and a variation range of Ra from 8.4 X 10" to 5.0 X 107 was
obtained, which not only covers the conventional variation
range of Ra for the cooling of electronic boards, but also partly
covers the Rayleigh number range for the natural convection in
refrigerator compartment. The convective heat transfer rate, 0.,
is determined from the total power input by subtracting the
radiative heat transfer rate Q,. The radiative heat transfer prob-
lem considered is a two-surface system and Q, may be deter-
mined by

_ Aol (T3,/100)* — (T./100)*)]
l/e, + Ax/A (1/ey = 1),

Q- (3)

For most of the cases tested, the radiative heat transfer rate,
Q,, is less than 5 percent of the total power input. The percent-
age value is a bit larger (<8 percent) only for a few cases. It
is worth noting that although this relative percentage is not
large, its value is subjected to change after a period of operation
of the heating plate. In the course of the experiments, we regu-
larly repeated some case in order to ensure the reproducibility
of the data. Once the reproducibility became bad, the aluminum
foil at the heating surface was replaced by a new one.

An uncertainty analysis conducted along the line proposed
by Kline and McClintock (1953) shows that the maximum
uncertainty in the measured Nusselt number is 10.5 percent,
and that in the Rayleigh number is 12.5 percent. It should be
noted that of the total 34 data points, 30 points have much
smaller uncertainties in Nu and Ra (less than 6 and 7 percent,
respectively). Only for the four data in the lower Rayleigh
number region, the uncertainties become larger. This is because
in the lower Rayleigh number region the overall temperature
difference, T, — T, is quite small (~5°C), leading to a rela-
tively large uncertainty. The method suggested in Eckert and
Drake (1972) was adopted to estimate the errors in air tempera-
ture measurement. The following parameters were adopted: di-
ameter of thermocouple junction = 1 mm, emissivity of junction
surface = 0.2, convective heat transfer coefficient of the junc-
tion = 10-40 W/m?2°C, enclosure wall temperature = 20°C.
This leads to an air temperature measurement error of 0.3—
1.2°C. This means that the actual air temperature may be higher
than the value of the thermocouple’s reading by this amount.
The fact that our numerically predicted air temperatures are
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mostly higher than the measured values is qualitatively agree-
able with this estimation.

Experimental Results and Discussion

Air Temperature. For the sake of brevity, the data of the
measured air temperature will be presented later with the numer-
ically predicted values. Only one thing is to be stated here. In
order to locate the thermocouples in the enclosure, three metal
wires were suspended in the enclosure. These wires and the
leading wires of the thermocouples for measuring the air tem-
perature might have some effect on the air flow in the enclosure.
To make sure that this effect is small enough to be neglected,
at least as far as the average Nusselt number was concerned,
measurements were repeated after the entire experimental plan
was completed and these additional wires were withdrawn from
the enclosure (however, the leading wires of the four thermo-
couples for measuring the surface temperatures of the heating
plate were left in position), It was found that the withdrawing
of the wires did not have a measurable effect on the average
Nusselt number.

Average Nusselt Number Correlation. For the 34 data
points, a regression analysis gave the following correlation

Nu = 0.662 Ra***(8.4 x 10* < Ra < 5.0 x 10") (6)

The maximum deviation between the predicted and test data is
5.5 percent.

Attention is now turned to the comparison between Eq. (6)
and the correlation for a isothermal plate in infinite space.
Churchill and Chu (1975) proposed the following equation:

Nu = 0.68 + 0.670 Ra'“[1 + (0.492/Pr)"'6]~*°
(0 <Ra< 10" (7)

The test data and Egs. (6) and (7) are presented in Fig. 4. It
can be found that the heat transfer rate of the vertical plate in
the confined space studied in this paper is less than that in
infinite space. With the decrease in Rayleigh number, the differ-
ence between the Nusselt numbers predicted by Eqgs. (6) and (7)
decreases. This is an expected result. For the natural convection
around a vertical plate, when the plate is situated in an extensive
medium a plume will occur at its trailing edge and this plume
can rise freely without any restriction. The higher the Rayleigh
number, the stronger the flow of the plume. If the plate is
positioned in an enclosure such as the one studied in the present
work, the rising flow of the plume is restricted. It is mainly this
restriction that affects the plate heat transfer. Obviously, with
the decrease in the Rayleigh number, the effect caused by the
confined space on the flow pattern around the heated plate will
be less significant, and so is the difference between the plate
Nusselt numbers of the two configurations.

L O experimental data

I A pradicted valeg
50 — oquton (6) "
- equation (7)

Nu

Raxig® 10

Fig. 4 Heat transfer data
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Table 1 Predicted and measured air temperatures in symmetry plane

No 1 2 3 B 5 6 7 8 9
X, mm x =218 21.8 21.8 56.3 56.3 56.3 90.8 90.8 90.8
¥, mm y =100 31.0 70.0 11.0 31.0 70.0 11.0 350 95.0

Ra = 0.107 x 10°% AT = 6.93°C

T, 20.43 21.09 22.80 20.29 20.44 21.06 20.32 20.42 20.57
T 20.71 21.25 22.72 20.41 20.82 21.71 20.39 20.95 20.72
8, percent 4.0 23 -1.2 1.7 5.5 94 1.0 7.6 22
Ra = 0.269 x 10%, AT = 17.93°C
T, 20.75 2222 26.59 20.57 21.12 22.96 20.62 21.36 21.99
T, 21.48 22.71 26.08 20.97 21.91 24.60 21.07 22.79 22,51
&, percent 4.1 27 29 22 4.4 9.1 2.5 8.0 29
Ra = 0.657 X 10°% AT = 49.28°C
T, 21.90 24.66 37.01 21.17 2294 28.11 21.70 24.38 25.07
T, 23.42 26.53 3444 22.32 24.75 32,36 23.30 28.07 27.88
&, percent 3.1 38 =53 2.3 3.7 8.6 32 75 57
Ra = 1.55 X 10°% AT = 49.47°C.
T. 21.83 24.11 32.46 2143 23.67 28.22 22.04 25.03 28.06
T, 23.29 26.23 32.96 2248 24.81 32.23 24,50 28.81 27.74
4, percent 3.0 4.3 1.0 _ 2.1 23 8.3 5.0 7.6 -0.6
Ra = 4.34 x 10° AT = 49.31°C
T. 21.69 23.60 29.38 21.49 23.85 28.05 22.08 25.17 29.74
T 23.03 25.74 32.35 22.67 25.30 3230 23.61 27.79 29.M
&, percent 27 43 6.0 24 29 8.6 31 53 =0.1
Ra = 8.6 X 10°% AT = 48.85°C
T. 21.58 23.37 28.66 21.48 23.66 28.09 21.93 24.63 30.64
o 22.74 25.45 32.26 22.55 25.26 32.11 22,90 26.52 32.719
°, percent 24 43 7.4 22 33 82 2.0 39 4.4
Ra = 11.5 X 10% Ar = 49.07°C
T. 21.53 23.33 28.56 21.42 23.60 28.30 21.91 24.56 30.71
T 22.60 25.38 32.14 22.41 25.23 32.08 22.83 26.43 33.08
4, percent 22 4.1 73 2.0 33 1.7 1.9 38 4.8
Ra = 49.0 x 10°% AT = 71.21°C
T. 21.84 24.88 33.35 22.14 25.54 33.60 22.63 27.64 36.06
o 24.01 27.63 36.99 23.82 27.69 3723 24.26 28.53 40.46
6, percent 3.0 3.9 5.1 2.4 3.0 5.1 2.3 1.3 6.2
Numerical Modeling _op Pr 8V 8V oW o
yaiz-he following assumptions are adopted in the numerical anal- T oy (Ra Pr)"2 \ ax2 + ay? + 972 + (9)
1 The fluid in the enclosure is of Boussinesq type: W W W wW
2 the fluid flow and heat transfer are laminar and at steady §F 6x ay oz
state;
3 the dissipation term in energy equation is neglected. - _or + Pr o'W o'W + o'W (10)
5 = g & 0Z (RaPr)'?\ ox* o9y* o9z*
Using the definitions given in the nomenclature, we may
obtain the following dimensionless governing equations: @ i QQ i v @ i @
oU  ,0U L 8U L oU oF " “ox " "ov " "oz
= [ =+ +— 11
oP Pr U 8% oW (Ra Pr)!'”? (-E?X2 oy? BZ’) (L1
= ochees 2t ot o2) 8)
0X (RaPr) 0x aY+* 9z
v aw
LY +—=0 (12)
av av v av ox oy oz
— At U—+ Ve + W= . ;
OF ox oY azZ The initial fields used in the computation are
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F=0, U=V=W=P=0=00 (13)
The computation domain is half of the enclosure. The bound-
ary conditions are as follows:

X=0, U=V=W=0=00

X=18, U=V=W=0=00

Y=0, U=V=W=0 =00

Y=18, U=V=W=0 =00

Z=0, U=V=W=0 =00
Z=0909, dU/OZ = dVIIZ=a@/dZ =00, W =0.0.
(14)

In addition, the conditions of U = V=W =00and ® = 1
are required for the isolated plate.

The governing equations were discretized by the finite vol-
ume approach (Patankar, 1980). The power law was used to
discretize the convection—diffusion term. The SIMPLE algo-
rithm was adopted. The resulting algebraic equations were
solved by the successive line underrelaxation method (SLUR).
Special attention was paid to the treatment of the isolated region.
The details of the numerical technique may be found in Yang
(1991) and Yang and Tao (1992).

A nonuniform grid system was used. The grid point layout
was carefully tailored to accommodate the relatively steep gra-
dients adjacent to the surfaces of the vertical plate. Preliminary
computations were performed in two grid systems for Ra =
6.57 x 10%: 42 x 42 x 22 and 26 X 29 X 15 (in X-Y-Z).
The plate average Nusselt number changes from 19.00 (with
26 X 29 x 15) to 18.78 (with 42 X 42 X 22). Since this
difference is not large, the grid system of 26 X 29 X 15 was
adopted for all computations to save computation time. Two
convergence criteria were used for terminating the iteration:
The absolute maximum residual of mass flow rate of all the
control volume was less than 107, and the absolute maximum
relative change of any dependent variable for all the grid points
in two successive iterations was less than 1075, It usually took
600-800 iterations to reach convergence.

Numerical Results and Discussion

Overall Heat Transfer Results. The predicted average
Nusselt number at different Rayleigh numbers are shown in
Fig. 4 by solid triangles. It can be seen that the agreement
between the predicted and tested data is reasonably good. The
largest deviation is 12.3 percent. For most cases, the predicted
Nusselt number is a bit higher than the test data. This may
be partly attributed to the grid network system adopted in the
computation. It is expected that if a finer grid system is used
the agreement will be improved.

Air Temperature, The numerically predicted air tem-
peratures in the symmetric plane (Z = 0.909) are listed in Table
1 for different Rayleigh number cases. Also included are the
test data measured by the thermocouples, which are the aver-
aged values of three successive readings within 6—8 minutes
with a maximum deviation between different readings of 0.1°C.
It can be seen that all 72 data points have a relative temperature
deviation (4) less than 9.4 percent, therefore, the agreement
should be considered satisfactory.

Velocity Fields. The main features of the flow fields will

be described via velocity vectors for Ra = 6.57 X 10°. For the
sake of brevity, only the velocity vectors in selected XY planes

-Journal of Heat Transfer

(e)

Fig. 5 U=V velocity vectors: (a) K = 2 (Z = 0.0182), (b) K = 4 (Z
0.118), () K = 6 (Z = 0.200), (d) K = 11 (Z = 0.554), (e) K = 15 (Z
0.909)

are presented. Figure 5 shows the U~V vectors in X—Y planes
(Z = const). For the plane K = 2, which is close to the side
wall of the enclosure, the fluid motion is mainly limited to the
narrow region adjacent to the sidewall. In this X-Y plane, the
air flows from the top surface to the bottom, and then moves
to the left corner and leaves the plane via the three-dimensional
effect (velocity W). The fluid flow gradually becomes strong
as the X—Y plane approaches the heated plate. This can be seen
from the velocity vectors in the plane K = 4 (Fig. 5b). This
plane is just near the one end of the heated plate. It can be
observed that there is a circulation in this plane whose center
region is the projected area of the heated plate. When the se-
lected plane crosses the heated plate, the flow pattern in the X—
Y plane is significantly different from that discussed above. The
velocity vectors in the plane K = 6 give a representative pattern
(Fig. 5¢). It may be observed that here two vortices are formed,
one in the left upper corner, and the other at the right hand of
the heated plate. The fluid flow at the right hand of the plate
becomes stronger when the X—Y plane approaches the symmetry
plane. This is characterized by the parallel running velocity
vectors in the core region of the vortex (Fig. 5d). For the other
X-Y planes (K = 11-15), the flow patterns are mainly the
same with some minor changes in the core regions of the two
vortices. Figure 5(e) shows the velocity vectors of the symme-
try plane. It is interesting to note that for the planes K = 11 to
K = 15, the flow pattern in each plane is quite similar to that
of a two-dimensional result (Wang et al., 1994 ) whose dimen-
sions are close to the symmetry plane of this study.

The three-dimensional nature of the flow becomes evident in
the region around the ends of the heated plate. This can be seen
clearly from the distributions of W component in Z direction.
The W velocity distributions in four X—¥ planes are shown in
Fig. 6 for K = 2, 4, 6, and 11. The three-dimensional effect is
quite strong in the planes K = 4 and 6, where the maximum
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"

2,(b)K=4,{c)K=6,(d)K =

Fig. 6 W velocity distributions: (a) K

=1

2,(b)K=4,(c)K=6,(d) K

Fig. 7 Temperature distributions: (a) K
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dimensionless W velocity may be as large as 0.2. It can also be
noticed that near the top of the enclosure the values of W are
negative, while near the enclosure bottom the values are posi-
tive. This is an indication of the overall flow pattern in the
enclosure: Air is heated near the vertical plate and moves up
to the top surface. There it is cooled and flows to the side walls.
Then it falls down along the side walls, being cooled further.
When approaching the bottom it turns around and moves along
the bottom cold surface towards the heating plate. Thus a com-
plete circulation is formed.

Temperature Fields. The temperature distribution is pre-
sented via three-dimensional pictures in selected X—¥ planes for
the case of Ra = 6,57 X 10, Figure 7 shows the distributions in
four X-Y planes. The temperature distributions conform to the
velocity fields discussed earlier. When the heating plate is ap-
proached, the air temperature in the same X—Y plane becomes
less uniform and the local temperature gradient becomes larger.
Once the X-Y plane crosses the vertical plate, the temperature
distribution pattern basically remains the same, and this can be
seen from Figs. 7(¢) and 7(d). There is a very strong tempera-
ture gradient in the region around the heating plate.

Concluding Remarks

Natural convection in a cubic enclosure with an internal iso-
lated vertical plate has been investigated both experimentally
and numerically. In the low Rayleigh number region, the plate
average Nusselt number is quite close to that of a vertical plate
situated in infinite space. The difference between the average
Nusselt numbers of a vertical plate in a confined space and in
infinite space gradually becomes large with increasing Rayleigh
number. Numerically predicted Nusselt number and air temper-
ature agree with the test data quite well. It is revealed that the
three-dimensional effect (i.e., the flow in the direction of the Z
coordinate) is quite significant in the region around the ends of
the vertical plate, while for the plane normal to the plate and
near the symmetry plane, the flow pattern is quite similar to
that of a two-dimensional result.
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A classical configuration in thermal engineering is the rectangular cavity that is
differentially heated over two opposing vertical walls. In this paper, the instability
mechanism responsible for the transition from steady to time-periodic flow in both
two and three-dimensional cavities with perfectly conducting horizontal walls is
studied. For both air ( Pr = 0.71 ) and water ( Pr = 7.0), the instability is a thermal
instability resulting from an unstable stratification in the boundary layers along the

horizontal cavity walls. The frequency is in good agreement with the frequency
predicted using Howard's model (1966). For air, the perturbations arise at fixed
depths in the cavity whereas for water they travel along the hot and cold walls of

the cavity.

1 Introduction

The study of natural-convection flows in rectangular enclo-
sures that are differentially heated over two opposing vertical
sides has received much attention in the past decades both ex-
perimentally and numerically. A considerable part of this effort
has been directed toward the transition from laminar to turbulent
in these flows. Often, the beginning of the transition to turbu-
lence in these cavity flows is characterized by the occurrence
of separate instabilities in the flow, each of which is identified
by the appearance of a discrete frequency in the flow. For air-
filled, differentially heated cavities with adiabatic horizontal
walls, the results of Le Quéré and Alziary de Roquefort (1985)
and Janssen and Henkes ( 1995) clearly show that the first insta-
bility occurred in the flow divergence arising in the flow after
the vertical boundary layers have been turned horizontal and
that it was a shear-driven Kelvin—Helmholtz instability.

For differentially heated cavities with conducting horizontal
walls, the first instability has also been studied. Winters (1987),
who performed a linear stability analysis of the steady flow of
air in the square cavity, calculated the critical Rayleigh number
to be 2.1092 X 10°, which is in good agreement with the value
of 2.10 X 10° calculated by Henkes (1990) and with the results
of Le Quéré and Alziary de Roquefort (1985) and Jones and
Briggs (1989). These results were all for a two-dimensional
cavity filled with air. Janssen et al. (1993 ) calculated the transi-
tion to time-periodic flow inside an air-filled three-dimensional,
rectangular cavity with conducting horizontal walls. Their re-
sults suggest that the instability mechanism is the same in the
two and three-dimensional configuration. The three dimension-
ality of the configuration manifests itself in a wavelike modula-
tion of the amplitude distribution of the oscillations.

Le Quéré and Alziary de Roquefort (1986) interpreted the
first instability in the two-dimensional cavity with conducting
horizontal walls as originating in the boundary layers along the
horizontal walls of the cavity and assumed, rather speculatively,
that it was a thermal instability. This is in marked contrast to
the explanation proposed by Winters (1987), who suggested a
resonance mechanism between Tollmien—Schlichting waves in
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the vertical boundary layers and internal gravity waves in the
stratified core region of the cavity.

The present study investigates the physical nature of the insta-
bility mechanism responsible for the transition to unsteadiness
in air-filled, differentially heated cavities with conducting hori-
zontal walls. It is found that the oscillations are caused by a
thermal instability occurring due to the unstable stratification
in the boundary layers along the horizontal walls in agreement
with the original suggestion of Le Quéré and Alziary de Roque-
fort (1986). Evidence for this conjecture is provided by (i) the
results of flow visualization, (#i) the fact that the oscillations
are directly buoyancy-driven, and (/ii) the good agreement be-
tween the numerical results calculated for the cavity and predic-
tions made by using a simple phenomenological model pro-
posed by Howard (1966) to explain the generation of buoyant
elements (‘‘thermals’’) in the flow above a heated horizontal
plate. Also results for water (Pr = 7) are presented. Similarities
and discrepancies between the results for the two Prandtl num-
bers are discussed.

2 Mathematical Description

2.1 Flow Equations, Considered is a rectangular cavity
with height H, width W, and depth D, as depicted in Fig. 1.
The left and right vertical walls are both isothermal; the left
wall is hot with temperature T}, and the right wall is cold with
temperature T,. The remaining four walls are taken to be either
adiabatic or conducting. The gravitation g acts in the negative
x, direction. Air is the working fluid.

The flow in the cavity is described by the three-dimensional,
unsteady Navier—Stokes equations. Under the Boussinesq ap-
proximation, these equations read:

u;

——Laxj (1)
Su;  Ouu; 1 8p 8%
— = ———t T — Ty)bir + - (2
o oy, o gB(T — To)bir + v o2 (2)
T owT  0°T
LR 3
o oy Yo )

Here, the summation convention has been used, i.e., a summa-
tion (from 1 to 3) has to be performed over repeated indices
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Fig. 1 Geometry under investigation

in every term. In Eqgs. (1)—(3), u; denotes the velocity compo-
nent in the x; direction, ¢ denotes time, p is the (constant)
density, p is the pressure, [ is the coefficient of thermal expan-
sion, T is the temperature, T, is a reference temperature, § is
the Kronecker delta, v is the kinematic viscosity, and g the
thermal diffusivity.

To fully specify the mathematical problem, boundary condi-
tions have to be given. For the velocities, the no-slip condition
at all walls is taken:

= =wm=0atx=0W,x,=0H;x,=0,D. (4)

For the temperature, different boundary conditions apply at the
various walls. The left and right vertical walls are always iso-
thermal:

T= T;.
T=T,

at x|=0

(5)
(6)

The top/bottom horizontal (x, = 0, H) walls are taken to be
perfectly conducting:

T=T,— 0/W)T,—T.) at (7)
The lateral, vertical walls (x; = 0, D) are taken to be adiabatic:
aT

— =0 at
ax;

at x;, = W,

x =0, H.

x;=10,D. (8)

The set of Egs. (1)-(3) can be made dimensionless using
the length scale H, the time scale H/(g BATH)'?, the tempera-
ture scale Ty = (T}, + T.)/2, and the temperature difference AT
= T, — T.. This leads to a set of nondimensionalized equations,
which are governed by only two characteristic numbers: the
Rayleigh number Ra = g SATH?/(va) and the Prandtl number

Pr = v/a. For air, Pr = 0.71. Substituting these same scales in
the boundary conditions, Egs. (4)—(8), shows that there are
two additional parameters, apart from the Rayleigh and Prandtl
number, on which the flow depends. These are the aspect ratios
of the cavity:

A, = HIW, A,=DIH (9)
and they are of a purely geometric nature. The transition is
studied by performing calculations for increasing values of the
Rayleigh number using a fixed set of values for the Prandti
number and aspect ratios. The influence of the latter parameters
may then be studied by performing subsequent calculations
(again for increasing Rayleigh numbers) with different values
for the Prandtl numbers and/or aspect ratios.

The governing Eqs. (1)—(3) allow fwo spatial symmetries.
First, the solution can be symmetric around the line (W/2, H/
2, X3):

w (X, Xp, X3, 1) = =iy (W = x;, H — x3, x3, 1)

(X, X, X3, 1) = —ua(W — x, H — X3, X3, 1)

w3 (X, X2, X3, 1) = w3(W — x;, H — x5, X3, 1)

T(x0, X2, X3, 1) = (Ty + T.) = T(W = xi, H = x3, %3, 1)

plx, x2, x3, 1) = p(W — x, H — X2, x3, 1), (10)

(see also Fig. 1). Second, it can be symmetric in the plane x;
=D/2:

(X, X, X3, 1) = wy (X1, X, D = X3, 1)
(X1, X3, X3, 1) = (2, X2, D — x5, 1)
Uz(xyy Xo, X3, 1) = —i3(xy, X2, D — x3, 1)
T(xy, X3, x5, 1) = T(xy, X2, D — x5, 1)

P(Xy, X2, X3, 1) = p(xy, X2, D — X3, 1). (1)
The boundary conditions, Egs. (4)—(8), admit the same two
symmetries. Janssen et al. (1993) found that these two symme-
tries were maintained in the flow after the bifurcation to un-
steady flow. Consequently, in all calculations performed in this
study, the symmetries given by Eqs. (10) and (11) were em-
ployed to reduce the computational effort required to solve the
Navier—Stokes equations (1)—(3).

For ease of notation, in the following x,, x,, and x; will be
denoted as x, y, and z, respectively, and u,, u,, and u; will be
denoted as u, v, and w, respectively.

Nomenclature

a = thermal diffusivity t = time

A, = height over width aspect ratio

]

ty = averaging time in Eq. (16)

z = lateral coordinate direction
B = coefficient of thermal expansion
6; = Kronecker delta
A = difference
A, = wavelength in x; (= 2) direction

HIW T = temperature
A, = depth over height aspect ratio = T, = reference temperature

D/H u = velocity component
D = depth of cavity u; = velocity component (i = 1, 2, 3)
[ = frequency v = vertical velocity component

g = acceleration of gravity
H = height of cavity

imax = number of grid points in x, direc-

tion
p = pressure
Pr = Prandtl number = v/a
gy = dimensionless height = y/2
(aty)'" (Eq. (16))
Ra = Rayleigh number = g SATH?/
(va)

Journal of Heat Transfer

x = coordinate direction between hot
and cold walls
x; = coordinate direction (i = 1, 2, 3)
w = velocity component in lateral direc-
tion
W = width of cavity
y = vertical coordinate direction

v = kinematic viscosity
p = density
¢ = generic variable

Subscripts
bl = related to horizontal boundary
layers

¢ = quantity related to cold vertical wall
h = quantity related to hot vertical wall
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2.2 Energy Balance. In principle, the Navier—Stokes
equations, as presented in the previous section, completely de-
scribe the mathematical problem. It is, however, instructive to
consider the kinetic energy for which the conservation equation
can be derived from the Navier—Stokes equations. To derive
the equation describing the conservation of fluctuating kinetic
energy, first the Reynolds decomposition into a mean and a
fluctuating quantity is performed. For a scalar variable ¢(x;,
t), this means:

Gy 1) = d(x) + @' (%, 1) with
112

o(x;, dt. (12)

F(x) = lim -

o bay V=112

The equation describing the conservation of fluctuating kinetic
energy, uu!/2, can be derived from the momentum equation
(Eq. (2)) in the Navier—Stokes equations. First, the momentum
equation is multiplied by u;, after which the decomposition is
introduced in the resulting equation. From this equation, the
original momentum equation multiplied by &; is subtracted. This
results in an equation describing the conservation of fluctuating
kinetic energy, which reads:

Juiuil2 0
ot dx;

-

ot ) a“,:
wiii; + wulull2 +ufplp + vuj —
81:_,-

=~

1

_ _ Ouf dit; dul = .
+ i — =V —— Wr-rm éi
el ax; v Ox; Ox; ghui( 0)8i2

L -
——

IT

oi; oul\? <
—ulu! — — — | +gBulT"6n. (13
Ui lj ('ij v (axj ) gBuj (13)

[N s
"

III

Here, the first group of terms on the righthand side (denoted
by I) is a divergence. Integrating Eq. (13 ) over the entire cavity,
employing Gauss’ divergence theorem and the fact that all fluc-
tuating velocity components at all cavity walls are zero, shows
that the termis in group I do not contribute to the total fluctuating
kinetic energy. This group can be interpreted as representing
transport of fluctuating kinetic energy. The second group, de-
noted by II, contains terms that are all /inear in the fluctuating
velocity components. Reynolds-averaging of Eq. (13) would
make the terms in this group zero (for a periodic oscillation in
the flow, taking an average over one period of the oscillation
suffices to make the terms in group II equal to zero). Group
III contains terms that neither by integration in space nor by
integration in time can be made equal to zero. These terms
describe production and dissipation of fluctuating kinetic en-
ergy. The term —u{u/ 0 /Ox; describes the production of fluc-
tuating kinetic energy by the shear of the mean flow,
gBu!T'é&;, describes the production of fluctuating kinetic en-
ergy by buoyancy forces, and —v(8u//8x;)* describes the vis-
cous dissipation of fluctuating kinetic energy.

3 Numerical Treatment

Equations (1)—(3) are discretized by the finite-volume
method, employing a staggered grid. The integration in time is
performed fully implicitly: All spatial derivatives are evaluated
at the new time level. The unsteady term, the fluxes through
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Table 1 Grid dependence in the two-dimensional square
and three-dimensional cubical cavity for Ra = 2.5 x 10¢
and Pr = 0.71

Two-dimensional square

Three-dimensional cubical

cavity cavity
; fH : fH
Grid —_— Grid —
& (eBATH)™ o (RBATH)™
307 0.272 30° 0.296
60? 0.247 60° 0.263
1207 0.256 120° 0.266

the sides of the finite volumes, and the source are further discret-
ized with finite differences. The unsteady term is discretized
with three time levels, giving a second-order truncation error
in time., Both the diffusion as well as the convection part of the

uxes are discretized using standard, second-order accurate,
central differences.

The grid is constructed by first distributing the velocity grid
lines according to a stretching function. This distribution is
such that the boundaries of the physical domain coincide with
velocity grid lines. Second, the scalar points are placed precisely
in the center of the scalar volumes. For the u velocities, the
stretching function is chosen as:

Xi i 1 . i i d
Wi 2n sin (27r !'...u) i=0,1,..., . (14)

A similar function is used in the y and z directions. This distribu-
tion concentrates grid points in the boundary layers along the
walls.

The discretized equations are solved, using a line Gauss—
Seidel method for all variables except for the pressure correc-
tion, which is solved using a preconditioned version of the
conjugate-gradient method. Details about the solution procedure
may be found in Janssen et al. (1993) and in Janssen and
Henkes (1993).

4 Results

4.1 Accuracy. Winters (1987) and Henkes (1990) calcu-
lated the critical Rayleigh number for the transition to unsteady
flow in the air-filled square cavity with conducting horizontal
walls to be approximately 2.1 X 109, For the cubical cavity,
Janssen et al. (1993) found the critical Rayleigh number to be
between 2,25 X 10% and 2.35 x 10°, To investigate the numeri-
cal accuracy of the present results, systematic grid refinement
was employed for the flow in both the two-dimensional square
and the three-dimensional cubical cavity at a Rayleigh number
of 2.5 X 10°, just above the critical value. Table 1 gives the
grid dependence of the calculated frequency of the oscillation
for both configurations. Obviously, approximately 60° grid
points are necessary in the cubical cavity to calculate the fre-
quency of the oscillation accurately (within =1 percent). The
difference between the present results for the two-dimensional

" square cavity and those of Le Quéré and Alziary de Roquefort

(1986), Winters (1987), and Jones and Briggs (1989) is very
small: the largest difference of 2.7 percent is found with the
frequency calculated by Jones and Briggs (1989). The
agreement between the various, calculated frequencies is thus
very good, showing that all numerical studies capture the same
physics accurately.

4.2 Instability Mechanism, As the results in Section 4.1
show, there is only a small difference between the values of
the frequencies and critical Rayleigh numbers for the two and
three-dimensional configurations. This, together with the close
similarity between flow visualizations for the two-dimensional
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Fig. 2 Amplitudes of the temperature oscillations for A, = 2 at y/H =
0.1 and along the line (x/W, y/H) = (0.048, 0.1). Contour lines correspond
to 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, and 0.9 times the maximum value.

square and the three-dimensional cubical cavity and the result
that the flow near the lateral midplane z = D/2 of the cubical
cavity is mainly two-dimensional, led Janssen et al. (1993) to
conclude that the instabilities in both the two and the three-
dimensional configurations are caused by the same physical
mechanism.

The three dimensionality of the configuration, studied by
Janssen et al. (1993), manifested itself in the amplitude distri-
bution of the oscillations. The distribution of the temperature
oscillations in the plane y = H/10 of the cavity with A, = 2 at
Ra = 2.5 X 10°is shown in Fig. 11 (a) of Janssen et al. (1993)
and reproduced here for convenience in Fig. 2(a). Figure 2(b)
shows the distribution along the line x = 0.048W in the plane
y = H/10 (Fig. 11b of Janssen et al.,, 1993). These figures
show the occurrence of various local maxima in the amplitude
distribution at different z positions. The fact that these local
maxima in the distribution are approximately equally large, ex-
cept very near the lateral walls, supports the assumption that the
observed modulation is a wavelike modulation of the fluctuating
quantities in the third dimension.

To investigate the instability mechanism responsible for the
first instability in the cavities with conducting horizontal walls
in more detail, Fig. 3 shows the instantancous temperature fluc-
tuations (contours) and the velocity fluctuations (vectors) in
the lateral midplane z = D/2 of the cubical cavity. The fluctua-
tions were calculated by subtracting the time-averaged tempera-
ture and velocity values in every grid point from the instanta-
neous values at four time instants distributed uniformly over
one period of the oscillation. Looking at the temperature fluctu-
ations, it is clear that the phenomenology of the oscillations in
the flow is characterized by the presence of localized regions

Journal of Heat Transfer

(*'spots’’ or “‘blobs’") of locally hot and cold fluid. Figure 3
shows that these hot and cold spots are amplified in the bound-
ary layers along the horizontal walls of the cavity. The contour
levels used in the figure (see caption) indicate that there is a
considerable amplification; in fact, a close examination of the
amplitudes of the temperature oscillations (not shown here)
shows that there is an approximately fivefold increase in the
amplitude of the oscillations, thus indicating a strong amplifica-
tion, in the second half of the horizontal boundary layers. The
hot and cold spots are subsequently convected with the vertical
boundary layers and decrease in strength in the second half of
these boundary layers, As can be seen from the time-averaged
temperature distribution in the plane z = D/2 (shown in the
center of Fig. 3), the regions where the hot and cold spots are
amplified (i.e., the second half of the horizontal boundary lay-
ers) are unstably stratified. The same results were found in the
two-dimensional square cavity.

In Fig. 4, the fluctuations in the plane x = 0.048W, near the
hot cavity wall are shown at the same time instants as in Fig. 3.
The combined temperature and velocity fields of the oscillations
shown in Fig. 4 suggest that this instability is characterized by
the formation of *‘thermals’’ in the flow. Thermals are discrete
buoyant masses of fluid ascending or descending in an ambient
medium due to a difference in density (Gebhart et al., 1988).
The velocity fields associated with these thermals (as calculated
for instance by Elder, 1968) show a striking similarity with the
fuctuating velocity fields depicted in Fig. 4: the presence of
two vortical structures centered next to the buoyant mass of
fluid. As Fig. 3 shows, in the plane z = D/2, the velocity
fluctuations have a different appearance: a single vortical struc-
ture that is not symmetric. This difference is probably caused
by the close proximity of the hot and cold spots to the hot and
cold walls of the cavity.

If the instability is indeed a thermal instability, it is expected
that the fluctuating kinetic energy, ufu;/2, is produced mainly
by buoyancy forces, i.e., the instability is directly buoyancy

Fig. 3 Temperature and velocity perturbations at z = D/2 in the cubical
cavity with conducting horizontal walls at four time instants distributed
uniformly over one period of the oscillation. Ra = 2.5 x 10° and Pr = 0.71.
T' values: +0.01, +0.04, and +0.075AT; dotted contours correspond to
negative values. In the center, the time-averaged temperature is shown.
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Fig. 4 Combined temperature and velocity perturbations at x/W = 0.048. Same time instants and

contour levels as in Fig. 3.

driven. In Eq. (13), the buoyancy production term,
8BuiT'b;,, should be the dominant term. To investigate this
point, Eq. (13) is integrated over one period of the oscillation
of the two-dimensional flow in the square cavity at Ra = 2.5
X 10° for Pr = 0.71. This calculation showed that approximately
98 percent of the total fluctuating kinetic energy was produced
by the buoyancy forces, in agreement with the assumed thermal
instability.

Thermals generally arise in deep layers of fluid that are
heated from below. In analogy to the classical analyses of Ray-
leigh (1916) and Pellew and Southwell (1940) of Bénard’s
experiments (1900) regarding the onset of convection in a thin
layer of fluid heated from below, Howard (1966) proposed that
the diffusive thermal boundary layer in a deep layer of fluid
becomes unstable to small perturbations if a critical value of
the Rayleigh number Ra,,, based on the temperature difference
over the boundary layer and on its height, is reached. In the
situation envisaged by Howard (1966), convection occurs be-
cause of an instability occurring in the time-dependent boundary
layer, which is formed through the diffusion of heat into the
fluid. This boundary layer is described by the ( one-dimensional)
unsteady heat-diffusion equation, the solution of which in a
semi-infinite domain is given by:

T(y, 1) = AT, erfe (T;’r}ﬁ) . (15)

Here, AT}, denotes the temperature difference across the ther-
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mal boundary layer. Because the thermals are convected into
the fluid and thus separate from the surface, the boundary layer
is disrupted and must be formed again. In this way, a cyclic
process results and thus a transition to time-dependent flow,
constituting the main phenomenological difference between the
thermal instability in a deep (Howard, 1966) and in a thin
(Rayleigh, 1916) layer of fluid.

If it is assumed that the time for the thermal to separate
from the surface can be neglected compared to the time for the
boundary layer to grow, Eq. (15) provides the possibility to
estimate the time-averaged temperature distribution in the ther-
mal boundary layer. Integrating and averaging Eq. (15) from ¢
=010t =1, gives:

T(qy) = ATy [(1 + 2q3%) erfc (g4)

2
= =17 9% €Xp (—qi.)] , (16)

(1'()”2

where

o
2(6“*)”2 '

i

Tx

Figure 5 shows the time-averaged temperature distribution as a
function of height at x = W/4 and z = D/2 in the unstably
stratified boundary layer along the lower wall of the cavity for
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Fig. 5 Time-averaged temperature distribution in the lower boundary
layer at (x/W, z/D) = (0.25, 0.5). Cubical cavity, Ra = 2.5 % 10° and Pr
=0.71.

Pr = 0.71. In calculating gy = y/2(aty)"?, t, has been taken
equal to the period of the oscillation in the flow and AT}, to
the temperature difference between the lower wall and the top
of the unstably stratified region, which is given by the position
where dT/dy = 0. Also shown is the distribution according to
Eq. (16) and the linear conduction profile that applies in Ray-
leigh’s theoretical analysis of Bénard’s experiments (1900).
The agreement between the calculated time-averaged tempera-
ture distribution in the cavity and Eq. (16) is remarkable in
view of the total neglect of all convective transport in deriving
Eq. (16). A similar good agreement is obtained at other hori-
zontal locations in the boundary layer at least for x/W = 0.4.

The linear stability of one-dimensional diffusive thermal
boundary layers, both in a finite and a semi-infinite region, has
been investigated numerically by Foster (1965, 1968). Foster
studied the stability of the temperature distribution given by
Eq. (15) by superposing a two-dimensional disturbance on this
distribution and by solving the two-dimensional form of the
temperature Eq. (3) linearized in the disturbances assuming
a single wavenumber horizontal variation of the disturbance.
Because of the time dependence of the base temperature distri-
bution (Eq. (15)), no eigenvalue relation could be used. In-
stead, the linearized disturbance equations had to be integrated
in time. Foster’s calculations (1965, 1968) show that a mini-
mum critical time is necessary for the solution, described by
Eq. (15), to become unstable. During this time, heat is con-
ducted into the quiescent fluid. Sparrow et al. (1970) suggested,
rather arbitrarily, that the height of the unstable boundary layer
could be estimated as:

yu(t) = 277 (at)'"?, (1N

At this height, T(y(#)) is 0.05AT,, according to Eq. (15), show-
ing that 95 percent of the temperature difference takes place
over the height y,. Substituting the minimum critical times
calculated by Foster (1968) into Eq. (17) shows that these
times conesgond to critical Rayleigh numbers in the range 2 X
10*-5 X 10°. These values are of the same order of magnitude
as the critical Rayleigh numbers for Rayleigh—Bénard convec-
tion in a thin layer of fluid calculated by Rayleigh (1916) and
Pellew and Southwell (1940).

Figure 6 shows the local Rayleigh number, Ra,(x), of the
unstably stratified boundary layer along the lower horizontal
wall in the plane z = D/2 for Ra = 2.5 X 10° and Pr = 0.71.
Here, Ra,(x) is given by:

8BAT,(x)yi(x)
va ’

Ray(x) = (18)
The temperature difference AT,(x) is taken as the difference
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between the temperature of the lower wall and the temperature
at y = yy(x). The height y,(x) is taken as the position at which
dT/dy = 0. Figure 6 shows that Ra, grows for decreasing x
toward a maximum value at x = Xxp,mu. For smaller values of
x, the proximity of the hot cavity wall causes the flow to be
turned vertical and Ra,, to decrease to zero. Since it is difficult
to determine a precise x location and corresponding critical
Ra(x) value at which the perturbations in the flow start to
grow significantly, a representative value of Ra, was estimated
by horizontally averaging Ra(x) for X > Xgyma. Furthermore,
AT,, was estimated in the same way. Substituting Eq. (17) for
the height and AT, for the temperature difference over the
thermal boundary layer as representative values in the definition
of the Rayleigh number gives Ra,, (Eq. (18)) and solving for

f = 1/t results in:
2/3
fH = 2.77* (gi’lﬁ—r) Ra'®Pr="2 . (19)

Apt

(8BATH)'?

For air (Pr = 0.71) at Ra = 2.5 X 10%, Ra,; = 1.9 x 10* and
AT, = 0.23AT, resulting in a dimensionless frequency fH/
(g BATH)'? = 0.26, which is very close to the value fH/
(g BATH)'? = 0.266 obtained from the numerical integration
of the Navier—Stokes equations. Although this agreement is
excellent, it is also somewhat fortuitous since it is based on a
quite arbitrary estimate of the boundary layer thickness using
a 95 percent drop of ATy, (Eq. (17)).

Henkes and Le Quéré (1995) investigated the stability of the
two-dimensional flow in a square, differentially heated cavity
with conducting horizontal walls to three-dimensional distur-
bances. Periodic boundary conditions were imposed in the z
direction. Henkes and Le Quéré (1995) found that the two-
dimensional flow was unstable to a three-dimensional distur-
bance at Ra = 1.8 X 10° with amplified wavelengths X, in the
range 0.6 < \./H < 1.1. However, they find that a symmetry-
breaking bifurcation, in which the spatial line symmetry (Eq.
(10)) is broken, has a larger growth rate than the bifurcation
which preserves these symmetries (the same range of wave-
lengths is amplified, however). Furthermore, this symmetry-
breaking bifurcation results in a steady flow, whereas the sym-
metry-preserving bifurcation results in a time-periodic flow with
frequency fH/(g BATH)"* = 0.27. The agreement between the
results of the present calculations and those concerning the
symmetry-preserving bifurcation found by Henkes and Le
Quéré (1995) is good, except for the critical Rayleigh number
at which the bifurcation takes place. The larger growth rate
calculated by Henkes and Le Quéré (1995) for the symmetry-
breaking bifurcation may be caused by the periodic boundary
conditions in the z direction used in their calculations. In Fos-
ter’'s (1968) linear stability analysis of the diffusive thermal

2.10*

Ray

T

L.10*

0

0 0.5 o/H 1.0

Fig.6 Raylx) atz = D/2 in the cubical cavity with conducting horizontal
walls
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Fig. 7 Temperature perturbations at x/W = 0.048 for A, = 2 and Pr = 7.0 T' values: +0.015,
+0.03, =0.04, and +0.075AT. Dotted contour lines correspond to negative values. The time
instants are distributed uniformly over one period of the oscillation.

boundary layer (Eq. (15)), also a rather broad range of wave-
lengths was amplified. Converting his most amplified dimen-
sionless wavelength to the cavity configuration results in \,/H
= 0.4, in reasonable agreement with the wavelengths observed
in the present numerical calculations.

For water with Pr = 7.0, the oscillations in the flow show a
remarkable difference with those found for Pr = 0.71. Figure
7 shows the hot and cold spots in the plane x/W = 0.048 for
the cavity with A, = 2 at Ra = 8 X 10°. It shows that the
perturbations for Pr = 7.0 move parallel to the hot wall in the
z direction from the lateral walls toward the midplane z = D/
2 of the cavity, before being convected upward into the vertical
boundary layer. The same physics are found for A, = 4 and A,
= 8. This is in marked contrast to the results calculated for Pr
= (.71 and shown in Fig. 4. The distance in the z direction
between the hot and cold spots is not constant over the depth
of the cavity. For A, = 2, the distance between the hot and cold
spot closest to the lateral walls of the cavity varies between
0.20H and 0.35H, resulting in wavelengths of 0.4H-0,7H. For
A, =4 and A, = 8, wavelengths of 0.6H-0.8H and 0.5H-0.6H
were found, respectively. Foster (1968) also calculated the
most-amplified wavelength for the thermal boundary layer given
by Eq. (15) for Pr = 7.0. He obtained a most-amplified wave-
length \,/H = 0.25.

The origin of this instability for Pr = 7.0 in the three-dimen-
sional configuration, its relation with the instability in the two-
dimensional square cavity for Pr = 7,0, and its relation with
the instability occurting for Pr = 0.71 is not entirely clear. For
the two-dimensional square cavity, 5 X 10° < Ra,, < 6 X 10°
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and fH/(gBATH)"? = 0.161 at Ra = 8 X 10°. In three-
dimensional calculations using a 80* grid in the cubical cavity,
7 X 10° < Ra,, < 8 X 10° and fH/(gBATH)"* = 0.205 at
Ra = 8 X 10°. For A, = 2, 4, and 8, fH/(gBATH)"* = 0.195
at Ra = 8 X 10° and Pr = 7.0. Hence, the difference in the
frequency between the two-dimensional and three-dimensional
cases is 2228 percent for Pr = 7.0, whereas it is only 4 percent
for Pr = 0.71. Furthermore, the perturbations in the three-di-
mensional cavity for Pr = 7.0 are seen to originate near the
lateral walls of the cavity, which is not the case for Pr = 0.71.
For Pr = 7.0 the perturbations are therefore probably influenced
by the presence of these lateral cavity walls.

On the other hand, the agreement between the observed wave-
lengths and the wavelength predicted by Foster (1968) is no
worse for Pr = 7.0 than for Pr = 0.71. Furthermore, if the
frequency of the oscillation is estimated employing the heat-
conduction model and using the calculated time-averaged tem-
perature distribution in the plane z/D = 0.07 for A, = 2, where
the perturbations are found to originate, a frequency of 0.19
(8 BATH)'?/H is obtained, in very good agreement with the
frequency of 0.195 (g BATH)""*/H derived from the numerical
integration of the Navier—Stokes equations. Finally, in planes
parallel to the lateral walls of the cavity, the phenomenology
of the combined temperature and velocity fluctuations is the
same for Pr = 0.71 and Pr = 7.0, as can be seen by comparing
Fig. 8 for Pr = 7.0 in the plane z/D = 0.07 (A, = 2) with Fig.
3 for Pr = 0.71 in the plane z/D = 0.5.

The instabilities found in the present calculations for Pr =
0.71 and 7.0 have characteristics that are similar to those found

Transactions of the ASME

Downloaded 12 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



l-l!"s-..:.“—.!—: | e B IR T
13 - w N i - .
’ —_—— %
£ Ny &
m SN
-"“-.. 1] “l"
= P B
-
o= -
T . .
L} . .
ro . 0
- 4 - .

LR
bss 2 = = =

Fig. 8 Combined temperature and velocity perturbations at z/D = 0.07
in the cavity with A, = 2 and Pr = 7. Same contour levels as in Fig. 3.

in direct numerical simulations of Rayleigh~Bénard convection
in a finite box with A, = 0.5 and A, = 4, described by Kessler
et al. (1984) and Kessler (1987}, for Rayleigh numbers of up
to 7 X 10*. Kessler et al. (1984) and Kessler (1987) find, for
both Pr = 0.71 and 7.0, that the Rayleigh~Bénard convection
rolls develop instabilities. The resulting oscillations, however,
are completely different for the two Prandtl numbers consid-
ered: For Pr = 0.71, the convection rolls are periodically con-
tracted at fixed locations along their axes, whereas for Pr = 7.0,
the perturbations move along the axes of the rolls. These find-
ings are in qualitative agreement with the results obtained in
the present study for the cavities that are differentially heated
over opposing vertical walls and have conducting horizontal
walls.

5 Conclusions

In the present study, instabilities that arise in the flow in
differentially heated, rectangular cavities with conducting hori-
zontal walls during the transition to turbulence have been inves-
tigated.

For air-filled (Pr = 0.71) cavities with conducting horizontal
walls, the transition from steady to time-periodic flow is caused
by a Rayleigh—Bénard instability occurring in the unstably
stratified boundary layers along the conducting horizontal walls.
This instability may be understood as an instability of a grow-
ing, time-dependent diffusive thermal boundary layer, using
Howard’s model (1966). This models predicts a frequency in
good agreement with the actually calculated frequency and it
predicts the formation of thermals that are indeed observed
in the flow. The three dimensionality appears as a wavelike
modulation with wavelength A, in the amplitude distribution of
the flow. The wavelength varies slightly with the aspect ratio
A,. This wavelike modulation may be understood from Foster’s
calculations (1965, 1968) of the linear stability of a time-depen-
dent diffusive thermal boundary layer, which predict amplifica-
tion in a range of wavelengths. The most amplified of these

Journal of Heat Transfer

wavelengths (0.4H) is in reasonable agreement with the wave-
lengths (0.7H-0.9H) observed in the present calculations.
These wavelengths are also in good agreement with the wave-
lengths (0.6H-1.1H) obtained by Henkes and Le Quéré
(1995), who investigated the three-dimensional stability of the
two-dimensional flow in the square cavity. However, contrary
to the present calculations, Henkes and Le Quéré (1995) found
that the line symmetry (Eq. (10)) in the cavity was broken.
This may be caused by the periodic boundary conditions they
used in the z direction.

For water with Pr = 7, the instability is less well understood
than for air. It originates near the lateral walls of the cavity
(even for A, as large as 8). The frequency of the oscillations is
again in agreement with Howard’s model but the perturbations,
which are still convected in planes of constant z, also take the
form of traveling waves in the z direction, similar to oscillations
observed in Rayleigh—Bénard convection (Kessler et al., 1984;
Kessler, 1987) for this Prandtl number.
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are solved with a control volume discretization scheme using a fully implicit method
with time. The computations are performed for inclination angles in the range of 60
to 80 deg for Ra = 10°, and in the range of 45 to 80 deg for Ra = 10°, for Prandtl
number of 0.7, and for a fixed aspect ratio of H/L = 5. A conductive thermal boundary
condition for the honeycomb side walls is considered. Both periodic and nonperiodic
oscillating solutions are obtained depending on the inclination angle and Rayleigh

number. The complex flow patterns are presented in form of particle trajectory maps
and are compared with the flow visualization results using microcapsulated liquid

crystals.

Introduction

An air slot with a hexagonal honeycomb core is often used
as a thermal insulating wall. Inside such a slot the main mecha-
nisms of heat transfer are by natural convection and radiation.
A summary of the literature in buoyancy-induced flows was
brought together by Gebhart et al. (1988). This included a
chapter in natural convection in enclosures and partial enclo-
sures. From a study of this information, it is evident that three-
dimensional natural convection inside enclosures is limited to
simple geometries such as a rectangular box or a horizontal
cylinder, except for the experimental work by Cane et al. (1977)
and Smart et al. (1980) on hexagonal honeycomb enclosures.

This motivated the numerical studies by Asako et al. (1989,
1990, 1991) for steady natural convection in a vertical and
inclined air slot with a hexagonal honeycomb core. These stud-
ies were limited to small inclination angles depending on Ra
and the aspect ratio. The computations were unstable for large
inclination angles because of the oscillatory nature of the flow.
This is evident from a series of experimental and numerical
studies by Ozoe et al. (1974a, 1974b, 1975, 1977a, 1977b) for
two and three-dimensional inclined rectangular enclosures with
large inclination angles. Other related studies are by Yang et
al. (1987) who carried out numerical analysis for tilted three-
dimensional longitudinal rectangular enclosure, and by Hamady
et al, (1989) who studied the effect of inclination on the steady
natural convection in an air-filled enclosure. These studies moti-
vated the present work on the unsteady three-dimensional natu-
ral convection in an inclined hexagonal honeycomb enclosure
with large inclination angles. A related work by Krishnamurti
(1973) investigated oscillatory flows in Bénard convection in
a horizontal layer.

The numerical methodology uses an algebraic coordinate
transformation developed previously by Faghri et al. (1984 ).
The solutions are obtained for conductive thermal boundary
condition, for the inclination angles of 60 and 80 deg for Ra =

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division May 1994;
revision received February 1995. Keywords: Natural Convection, Numerical
Methods. Associate Technical Editor: J. R. Lloyd.
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10*, and for the inclination angles of 45, 60, and 80 deg for
Ra = 10°, for Prandtl number of 0.7, and for a fixed aspect
ratio of H/L = 5. The complex flow paiterns are presented in
the form of particle trajectory maps, and are compared with the
flow visualization results using microcapsulated liquid crystals.

Formulation

Description of the Problem. The problem to be considered
in this study is shown in Fig. 1. It involves the solution of
unsteady three-dimensional heat transfer for laminar natural
convection in an inclined hexagonal honeycomb enclosure with
conductive side walls. As seen in this figure, the hexagonal end
walls are kept at uniform temperature 8y and 8, respectively.
The inclination angle denoted by ¢ is zero when the end wall
stands vertically and takes positive values when the hot end
wall is lower than the cold end wall. The geometry of the
problem is specified by the height (H) and length (L). If L is
chosen as the reference length then H/L and the inclination
angle are the only geometric parameters of the problem.

Conservation Equations. The governing equations to be
considered are the continuity, momentum, and energy equa-
tions. Constant thermophysical properties are assumed, except
for the density in the buoyancy force term. The following di-
mensionless variables are used:

X=x/L, Y=ylL, Z=z/L, T=t(L*v),
U=ul(vIL), V=vl(v/L), W=wl(vIL),
P =plp(v/L)?, @ = (0 -6,)/(0s—0c) (1)

where 8, is the average temperature of the end walls and is
expressed by 8,, = (0 + 6)/2. Upon introduction of the dimen-
sionless variables and parameters, the governing equations take
the following forms:

AUI8X + BVIdY + OW/IZ = 0
QU/OT + U(8UIIX) + V(8UI8Y) + W(QU/Z)
= —8P/OX + V*U (3)

(2)
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Fig. 1 Schematic diagram of an inclined honeycomb enclosure

aV/aT + U(aV/aX) + V(aV/aY) + W(oV/dZ)
= —gP/adY + V?V + (Ra/Pr)@ cos ¢ (4)
aW/aT + U(aW/oX) + V(oW/aY) + W(oW/9Z)
= —9gP/9Z + V*W + (Ra/Pr)@ sin ¢ (5)
d0/aT + U(dB/dX) + V(a®/aY)
+ W(a®/9Z) = (1/Pr)V’@ (6)
where
V2= 93%oX? + 8%9Y? + 0%19Z* (7)

To complete the formulation of the problem, it remains to dis-
cuss the boundary and the initial conditions. These are at T >
0

atallwallss U=V=W=0
on the hot wall: ® =05
on the cold wall: ® = —-0.5
on the side wall: @ =05 -2 (8)
andatT =0
Nomenclature

Table 1 Summary of parametric specifications

Run Ra ¢ HIL

1 10* 60 deg 5

2 10* 80 deg 5

3 10° 45 deg 5

4 10° 60 deg 5

5 10° 80 deg 5
U=V=W=0
@=05-2 9)

Numerical Solutions. A simple algebraic coordinate trans-
formation is used that maps the hexagonal cross section onto a
rectangle. Specifically, the X, ¥ coordinates are transformed
into 77, £ coordinates by the relations

n=X/[8(y)L]), £=Y (10)

where 6(y) is the half-width of the honeycomb enclosure. The
solution domain is extended to the whole domain rather than
the half-domain used by Asako et al. (1989) for the steady
solution. Therefore, the transformed solution domain is bounded
byn=—1toland £ =0 to H/L. The transformed equations
and their discretization and solution methodology are docu-
mented in earlier papers by Asako et al. (1989, 1990, 1991).
The discretization procedure for the equations is based on the
control volume power-law scheme (1981), and the discretized
equations are solved using a line-by-line method.

The computations are performed for Pr of 0.7, for inclination
angles in the range of 60 to 80 deg for Ra = 10°, and for
inclination angles of 45, 60, and 80 deg for Ra = 107, and for
a fixed aspect ratio of H/L = 5 where steady-state solutions
were unstable. A summary of the parametric specifications for
simulations 1 through 5 is presented in Table 1.

All computations were performed with (32 X 32 X 22) grid
points. These grids were distributed uniformly over the solution
domain in the 7, £, and Z coordinate directions. Supplementary
runs were performed with the coarse grids (22 X 22 X 18) and
the fine grids (42 X 42 X 32) to investigate the effect of the
grid size for the time step of AT = 2 X 107>, The change in
the Nusselt number at T = 0.2 between the fine and medium
grids, and coarse and medium grids were 0.1 and 0.3 percent,
respectively. Therefore, medium grids were chosen for all com-
putations.

The effect of time step on the area-averaged Nusselt number
was investigated using three different steps in Table 2. These
Nusselt numbers are the time-averaged values during T = 0 to
0.1 or T = 0 to 0.2. As seen from this table, the differences
between the Nusselt numbers are small. Therefore, the time
steps AT = 2 X 107 and 5 X 10~* were chosen for Ra = 10*

H = height of a hexagonal honeycomb
enclosure
h = local heat transfer coefficient
h,, = average heat transfer coefficient
L = axial length of a hexagonal honey-
comb enclosure
Nu = local Nusselt number
Nu,, = average Nusselt number
Pr = Prandtl number
P = dimensionless pressure
P = pressure
Q = total heat transfer from a hot wall
g = heat flux from a hot wall

t = time

nents

component

x, y = coordinates

Journal of Heat Transfer

Ra = Rayleigh number
T = dimensionless time

U, V = dimensionless velocity compo-

u, v = velocity components
W = dimensionless axial velocity

w = axial velocity component
X, Y = dimensionless coordinates

Z = dimensionless axial coordinate
z = axial coordinate

6(y) = half-width of a hexagonal enclo-
sure
n = transformed coordinate = X/
{6(y)/L}
® = dimensionless temperature
8,, = averaged temperature = (8, +
0:)12
6 = hot wall temperature
fc = cold wall temperature
L = viscosity
v = kinematic viscosity
£ = transformed coordinate = Y
p = density of the fluid
¢ = inclination angle
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Table 2 Effect of time step on time-averaged Nusselt
number

Run Ra ¢ AT Nu Period”

1 10* 60 deg 5x 107 1.569 Dt 0.2
2% 107 1.568
1x 107 1.568

2 [V 80 deg 5x 107 1.580 0to 0.2
2 x107? 1.541
1 x 107 1.536

3 10° 45 deg 1 x 107 3.362 0to 0.2
5x 107 3.361
2% 107 3.361

4 10° 60 deg 1 x107? 3.341 0to 0.2
5x 10 3.345
2 x 107* 3.346

5 10° 80 deg 1 %107 2.961 Dto 0.1
5% 1074 2.964
2 % 107 2.965

and 107, respectively, to maintain relatively moderate comput-
ing time.

The convergence criterion in each time step was that the
value of the mass flux residuals divided by the total mass flow
in each control volume is under 107 at each time step. The
underrelaxation factors for the velocities and pressure were 0.5
and 0.8, respectively,

Nusselt Numbers. The local and average heat transfer co-
efficients on the hot wall are defined as

h=ql(0y — 0c)
hy = QIAu(0y — 90)]

where ¢ is the local heat flux, A is the area of the hexagonal
hot wall equal to (3/2)H? tan (7/6), Q is the total heat transfer
rate from the hot wall. The Nusselt number expressions are as
follows:

(11)
(12)

Nu = hL/k = —(8O/0Z)y (13)

HiL

1
Nu,, = h,Llk = —f f (0®/OZ )y (6/L)
0 -1

X dnd€/[(3/2)(H/L)? tan (7/6)] (14)

It is noteworthy that Nu,, is the area-averaged Nusselt number
and is a function of time.

Results and Discussion

The results were obtained for five different runs as summa-
rized in Table 1. They are presented in the form of flow patterns,
local and averaged Nusselt number, and a comparison with flow
visualization experiments as follows:

Flow Patterns. The particle trajectory method is used to
show complex flow patterns in the hexagonal honeycomb enclo-
sure. Results for simulation 2 (Ra = 10%, ¢ = 80 deg, H/L =
5) are presented in Fig. 2. The particles are distributed at all
the computational grid points on Z = 0.1 plane at dimensionless
time T = 0.9. These particles move because of fluid motion and
their locations at the dimensionless time 7' = 0.92 are presented
in Fig. 2(a). Figures 2(b) and 2(c¢) show the particle locations
at T = 2.52 and 4.02, respectively. These particles were distrib-
uted at the grid points on Z = 0.1 at T = 2.5 and 4.0, respec-
tively. As seen from Fig. 2(a), an ascending flow from the
horseshoe-shaped area is observed in the enclosure at T = 0.92,
The area of the ascending flow changes with time in Figs. 2(5)
and 2(c¢).

The results of the simulation 4 (Ra = 10°, ¢ = 60 deg, H/
L = §) are presented in Fig. 3. Figures 3(a), 3(b), and 3(¢)
are the results at 7 = 0.108, 0.208, and 0.308, respectively.

636 / Vol. 117, AUGUST 1995

These particles were distributed at all computational grid points
on Z = 0.1 plane at T = 0.1, 0.2, and 0.3, respectively. As
seen from these figures, the main flow structure is unicellular,
However, superimposed rolls that align their axis in the y direc-
tion can be observed [Figs. 3(4) and 3(c)].

The results of simulation 5 (Ra = 10°, ¢ = 80 deg, H/L =
5) are presented in Fig. 4. Figures 4(a), 4(b), and 4(c) are
the results at 7 = 0.104, 0.204, and 0.304, respectively. The
particles were distributed at all grid points at T = 0,1, 0.2, and
0.3, respectively. The main flow structure is unicellular at T =
0.104. About five or six ascending flows can be observed in the
enclosure at 7' = 0.204 and 0.304. In this case, the flow pattern
transition from unicellular to multicellular occurs between T =
0.1 and 0.2. The results of simulation 1 (Ra = 10*, ¢ = 60
deg, H/L = 5) are not shown here, but the main flow structure
in the enclosure is unicellular.

(a)

HEICR A

(b)

R

Thdoing gom o

(c)

Fig. 2 Particle trajectories for simulation 2: (a) T = 0.92; (b) T = 2.52;
(c) T = 4.02
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(a)

(b)

(c)

Fig.3 Particle trajectories for simulation 4: (a) T = 0.108; (b) T = 0.208;
(c) T = 0.308

Local Nusselt Number. The contour plots of local Nusselt
number on the hot wall are presented in Fig. 5. These results
correspond to flow patterns presented in Fig. 2. As seen from
Fig. 5, the local Nusselt number is low in the areas where the
flow is ascending and it is high in the areas where the flow
is descending. The local Nusselt number changes with time
corresponding to the changes in the flow patterns. It is notewor-
thy to observe that the Nusselt number is symmetric on the hot
wall.

Area-Averaged Nusselt Number. The area-averaged Nus-
selt number on the hot wall for Ra = 10* and 107 is plotted as
a function of the dimensionless time in Figs. 6 and 7, respec-
tively. It increases rapidly during the starting period and oscil-
lates with time. From the initial condition of Eq. (9), its value

Journal of Heat Transfer

is unity at T < 0. The marks in the figures show the time
correspondence with Figs. 2 to 4.

As seen from both figures, only the result for simulation 1 is
periodic. Figure 7, in simulation 5, shows that the area-averaged
Nusselt number increases with time in stepwise fashion at T =
0.18. This increase corresponds to flow pattern transition.

Time-Averaged Nusselt Number, The time and area-aver-
aged Nusselt number on the hot wall for the simulation 1 during
T = 0.99 to 4.89 is about 1.80. The area-averaged Nusselt
number for simulation 2 fluctuates in the range from 1.85 to
2.15, except for the starting period. The time-averaged value
during T = 1 to 5 is 1.98. The time-averaged values during T
= 0.1 to 0.3 for simulations 3 and 4 are 3.43 and 3.43, respec-
tively. The time-averaged Nusselt number for simulation 5 after
the flow pattern transition (7' > 0.2) is 3.87. Since only simula-

(b)

(c)

Fig. 4 Particle trajectories for simulation 5: (a) T = 0.104; (b) T = 0.204;
(c) T = 0.304
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(a)

(b)

Fig. 5 Local Nusselt number on the hot wall for simulation 2: (a) T =
0.92; (b) T =252; (c) T = 4.02

tion 1 is periodic, 13 cycles from T = 0.99 to 4.89 is chosen
for the integration interval.

The time and area-averaged Nusselt numbers on the hot wall
are plotted as a function of the inclination angle ¢, with the
Rayleigh number as the curve parameter in Fig. 8. The values
in the range of the inclination angle from —90 to 45 deg for
Ra = 10* and from —90 to 30 deg for Ra = 10° are the
steady-state solution obtained in the earlier paper by Asako et
al. (1991). The time and area-averaged Nusselt number in-
creases from unity as the inclination angle increases for both
Rayleigh numbers and it decreases after it reaches a maximum

638 / Vol. 117, AUGUST 1995

T H T = L] i T %
[ — Simulation |

- Fig.2(c) il
e - Simuistion 2 : o
- Fig.2(a) Fig.2(b) , S
rob ™AL L o =
-’ R M I N y

M
L

Fig. 6 Area-averaged Nusselt number on the hot wall as a function of
time for Ra = 10*

value, and it increases again after it reaches a minimum value
near ¢ = 60 deg. This change corresponds to the flow pattern
transition. Namely, the flow structure for ¢ = 80 deg is multicel-
lular for both Ra = 10* and 10°. However, the main flow
structure for ¢ = 60 deg is unicellular, The same trends were
observed experimentally in the paper by Ozoe et al. (1974a)
for a square channel.

Flow Visualization. Flow visualization experiments were
performed using microcapsulated liquid crystals in a tempera-
ture range of 25 to 30°C. The description of the experimental
apparatus is facilitated by reference to Fig. 9, which shows the
cross section of the test section. As seen in this figure, the height
(H) and the thickness (L) of the honeycomb enclosure are 200
mm and 40 mm, respectively. The hot and the cold walls are
made of a 5-mm-thick copper plate and 2-mm-thick plexiglass
and the side walls are made of plexiglass to enable the motions
of liquid crystals to be observed. For the same reason, a water
jacket with dimensions (250 X 250 X 20 mm, length X width
X height), made of plexiglass, is mounted on the cold wall.
The temperature-controlled cooling water is used to maintain
the cold wall to the desired temperature. Two electronic plate
heaters are attached on the back side of the hot wall and surface
temperatures of the hot and cold walls are sensed by thermocou-
ples.

Silicon oils with kinematic viscosities of 500 and 6000 mm?/
s containing 5 mg of microcapsulated liquid crystals per 100
cc of oil were used as the working fluid. A change in the color
of liquid crystals occurs because of the change in temperature.

W
=]

T T T - T T T T T T T T T T
[ ——==— Simuiation 3 Fig.4(b} Fig.4{c)
o N
1 rd
- Fd ]
§ sepf 7 TisdE) E1s-3(h) Fla-alel
[ 4/ ]
o i
2.0 / .
|/ !
| i
- r ]
1.0 PSS (NS N N TN S VU [N S T
0.0 0.1 0.2 03

Fig. 7 Area-averaged Nusselt number on the hot wall as a function of
time for Ra = 10°®
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Fig. 8 Time and area-averaged Nusselt number on the hot wall as a
function of the inclination angle

In this way, the temperature distribution in the midplane of hot
and cold walls was observed.

Photographs of temperature distribution are presented in Figs.
10(a, b, and c), respectively, for Ra = 2.5 X 10* and ¢ = 80
deg, for Ra = 2.8 X 10° and ¢ = 60 deg, and for Ra = 2.0 X
10° and ¢ = 80 deg. These conditions nearly correspond to
those of the numerical simulations 2, 4, and 5, respectively. It
is noteworthy that the Prandtl number of silicon oil is much
higher than the value used for the numerical computation. The
thermal boundary conditions of the experiment with plexiglass
side walls do not exactly coincide with those for the numerical
computation where conductive wall boundary conditions were
assumed.

The color of liquid crystals changes from red to blue via
green because of a change in temperature. In the photographs,
blue represents areas of high temperature where flow is as-
cending. The multicellular flow can be seen in Fig. 10(a).
Similar flow patterns were obtained by numerical simulation 2
| see Fig. 2(b)]. As seen from Fig. 10(b), rolls that align their
axis in the y direction are superimposed on the main unicellu-
lar flow, Similar flow patterns are obtained in simulation 4 [see
Fig. 3(b)]. In Fig. 3(b), this can be seen in the upper part of
the hot wall where the flow near the hot wall is observed.
Ascending flows can be seen in Fig. 10(c) where the flow
patterns are multicellular, similar to those obtained by numerical
simulations.

Camera

Cola wall
(plexiglass})

Honeycomt
enclosure

Fig. 9 A cross section of the test section for the flow visualization
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Fig. 10 Photographs of the flow visualizations for: (a) Ra = 2.5 x 10°,
¢ = 80 deg; (b) Ra = 2.8 x 10%, ¢ = 60 deg; (c) Ra = 2.0 x 105, ¢ = 80
deg

Concluding Remarks

Three-dimensional unsteady natural convection heat transfer
characteristics in an inclined hexagonal honeycomb enclosure
were obtained numerically and were compared with flow visual-
ization results using microcapsulated liquid crystals. The com-
putations were performed for large inclination angles where
steady solutions were unstable. The main conclusions are:

(a) Flow is unsteady but symmetric for high inclination angles.

(b) The main flow structure is unicellular for ¢ = 60 deg, and
is multicellular for ¢ = 80 deg with transition occurring
between ¢ = 60 and 80 deg.

(¢) The time and area-averaged Nusselt numbers increase from
unity as the inclination angle increases and decreases after
it reaches a maximum value, and increases again after it
reaches a minimum value near ¢ = 60 deg.

(d) Flow patterns similar to those obtained by numerical com-
putations are observed by using a microcapsulated liquid
crystal flow visualization technique.

AUGUST 1995, Vol. 117 / 639

Downloaded 12 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



References

Asako, Y., Nakamura, H., and Faghri, M., 1989, “*Three-Dimensional Laminar
Natural Convection in Horizontal Hexagonal Honeycomb Enclosure,” Numerical
Heat Transfer, Vol. 15, pp. 67-86.

Asako, Y., Nakamura, H., and Faghri, M., 1990, **Three-Dimensional Laminar
Natural Convection in a Vertical Air Slot With Hexagonal Honeycomb Core,"’
ASME JOURNAL OF HEAT TRANSFER, Vol. 112, pp. 130-136.

Asako, Y., Nakamura, H., Chen, Z., and Faghri, M., 1991, *‘Three-Dimensional
Laminar Natural Convection in an Inclined Air Slot With Hexagonal Honeycomb
Core,"” ASME JOURNAL oF HEAT TRANSFER, Vol. 113, pp. 906-911.

Bejan, A., and Tien, C, L., 1978, ‘‘Laminar Natural Convection Heat Transfer
in a Horizontal Cavity With Different End Temperature,”” ASME JOURNAL OF
HEAT TRANSFER, Vol. 100, pp. 641-647.

Cane, R. L. D, Hollands, K. G. T., Raithby, G. D., and Unny, T. E., 1977,
“‘Free Convection Heat Transfer Across Inclined Honeycomb Panels,”” ASME
JoOURNAL OF HEAT TRANSFER, Vol. 99, pp. 86-91.

Faghri, M., Sparrow, E. M., and Prata, A, T., 1984, *‘Finite Difference Solutions
of Convection-Diffusion Problems in Irregular Domains Using a Non-orthogonal
Coordinate Transformation,"” Numerical Heat Transfer, Vol. 7, pp. 183-209.

Gebhart, B., Jaluria, Y., Mahajan, R. L., and Sammakia, B., 1988, Buoyancy
Induced Flows and Transport, Hemisphere, Washington DC.

Hamady, F. I, Lloyd, J. R., Yang, H. Q., and Yang, K. T., 1989, “‘Study of
Local Natural Convection Heat Transfer in an Inclined Enclosure,” Inr. J. Heat
Mass Transfer, Vol. 32, No. 9, pp. 1697-1708.

640 / Vol. 117, AUGUST 1995

Krishnamurti, R., 1973, “*Some Further Studies on the Transition to Turbulent
Convection,"" Journal of Fluid Mechanics, Vol. 60, part 2, pp. 285-303.

Ozoe, H., Sayama, H., and Churchill, 5. W., 1974a, “*Natural Convection in
an Inclined Square Channel,” Int. J. Heat Mass Transfer, Vol, 17, pp. 401-406.

Ozoe, H., Yamamoto, K., Sayama, H., and Churchill, §. W., 1974b, **Natural
Convection in an Inclined Rectangular Channel Heated on One Side and Cooled
on the Opposing Side,” Int. J. Heat Mass Transfer, Vol. 17, pp. 1209-1217.

Ozoe, H., Sayama, H., and Churchill, S. W., 1975, “Natural Convection in an
Inclined Rectangular Channel at Various Aspect Ratios and Angles— Experimen-
tal Measurements,"" Int. J. Hear Mass Transfer, Vol. 18, pp. 1425-1431,

Ozoe, H., Sayama, H., and Churchill, S. W., 1977a, *‘Natural Convection
Patterns in a Long Inclined Rectangular Box Heated From Below, Part 1. Three-
Directional Photography,’* Int. J. Heat Mass Transfer, Vol. 20, pp. 123-129.

Ozoe, H., Yamamoto, K., and Churchill, 5. W., 1977b, *‘Natural Convection
Patterns in a Long Rectangular Box Heated From Below, Part 2. Three-Dimen-
sional Numerical Results,” Inr. J. Heat Mass Transfer, Vol. 20, pp. 131139,

Patankar, 8. V., 1981, “‘A Calculation Procedure for Two-Dimensional Elliptic
Situations,”* Numerical Heat Transfer, Vol. 4, pp. 409-425,

Patankar, S. V., 1980, Numerical Hear Transfer and Fluid, Hemisphere, Wash-
ington, DC,

Smart, D. R,, Hollands, K. G. T., and Raithby, G. ., 1980, “‘Free Convection
Heat Transfer Across Rectangular-Celled Diather Honeycombs,"” ASME
JoURNAL OF HEAT TRANSFER, Vol. 102, pp. 75-80.

Yang, H. Q., Yang, K. T., and Lloyd, I. R., 1987, **Laminar Natural-Convection
Flow Transitions in Tilted Three-Dimensional Longitudinal Rectangular Enclo-
sures,” Int. J. Heat Mass Transfer, Vol, 30, No. 8, pp. 1637-1644.

Transactions of the ASME

Downloaded 12 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Buoyant Pulsating Exchange

T. A. Conover

Flow Through a Vent

Buoyancy-driven bidirectional pulsating exchange flow through a vent in a horizontal

R. Kumar'

partition is studied experimentally using a brine/water system. The associated tran-
sient and pulsating exchange flows were studied by densimetric measurements, flow

visualization, and laser Doppler velocimetry ( LDV ) measurements for three different

J. S. Kapat

Department of Mechanical Engineering,
Clemson University,
Clemson, SC 20634

vent length-to-diameter ratios: 0.106, 0.0376, and 0.008. A time scale, based on the
rate of decay of the density difference between the two compartments, is developed
that collapses all experimental data regarding the decay of density in the top compart-
ment into one curve. Flow visualization was used to understand the flow features
contributing to the pulsating flow and to provide a quantitative measure of the major

pulsation frequency. Interfacial instability between brine and water at the vent was
Jfound to contribute to the pulsation. The pulsation frequencies and their decay were
determined from the power spectrum of LDV measurements. For the small length-
to-diameter ratios (0.008 and 0.0376 ) there are two different frequencies that decay
at different rates, suggesting multiple flow processes that contribute to flow pulsations.

Introduction

A heavier fluid located on the top of a lighter fluid and
separated by a horizontal plate or vent constitutes a gravitation-
ally unstable system. In the absence of any externally forced
pressure difference across the vent, such a system is character-
ized by a countercurrent (i.e., bidirectional) buoyancy-driven
flow through the vent. This paper addresses such flows for vents
with small aspect (i.e., length-to-diameter) ratio (L/D < 1).

Much research has been done in the general area of natural
convection in enclosures (i.e., Gebhart et al., 1988; Jaluria and
Cooper, 1989). Many of these studies did not include the role
of interconnecting vents in natural convection between adjacent
compartments. Brown and Solvason (1962) and Brown (1962)
were among the first to study the natural convection through
openings in vertical and horizontal partitions of enclosures. Air
was used as the fluid medium. Their studies covered a range of
0.0825 to 0.75 for the vent or opening aspect ratio (defined as
the ratio of length to the linear dimension of the cross section)
and a range of 3 X 10* to 4 X 107 for Gr, the Grashof number.
The corresponding range for (densimetric) Reynolds number
was 1000 to 10,000. With the help of experimental data and
analysis, Brown and Solvason formulated a correlation between
heat transfer rate and the independent parameters, Gr, aspect
ratio, and Pr. This study was confined to the global effect of
the buoyant flow through the vents, yielding an overall heat
transfer coefficient. The flow characteristics inside and around
the vents were not explored.

Fire-induced flow through openings in vertical walls of an
enclosure was first studied and documented by Prahl and Em-
mons ( 1975). Mathematical models of the flow have been pro-
posed by Steckler et al. (1982, 1984) and Emmons (1988).
Flow contraction and head losses at the vent were modeled
through the use of a flow coefficient by invoking Bernoulli’s
equation. The effects of variable density, turbulence, viscosity,
and thermal diffusion were neglected. Steckler et al. (1984 ) did
not find any dependence of the measured flow coefficient on
fire strength, opening geometry, and fire location.

Steckler et al. (1986) gave theoretical justifications for using
brine/water analog for studying fire-induced flows in enclo-
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sures. In this configuration, hot and cold fluids were replaced
by fresh water and brine solution, respectively. The density of
the heavier fluid (i.e., the brine solution) can be controlled by
the concentration of salt in the solution. Steckler et al. (1986)
showed that analogy between the two flow configurations ex-
isted provided that Reynolds number (based on vent height and
velocity of buoyant fluid) and the vent aspect ratio were the
same, and that Prandt] number for air in the fire-induced flow
was the same as Schmidt number for brine in water for the
brine/water analog.

The brine/water analog to study buoyant flows through vents
between enclosures has been used by several researchers. Ep-
stein (1988) and Conover and Kumar (1993) have used the
analog to study the special case where the externally applied
pressure difference across the vent is zero. Tan and Jaluria
(1992) and Jaluria et al. (1993) have studied cases where the
vent flow is governed by both pressure and density differentials
across the vent.

Epstein (1988) studied buoyancy-driven countercurrent ex-
change flow through openings in horizontal partitions between
two enclosures using an arrangement similar to the one in this
study, shown in Fig. 1. At the start of the experiment, the bottom
enclosure contains fresh water and the top one contains brine.
In contrast to the thermal analog, the brine/water system pro-
vides an inherently transient flow, As a result of the exchange
flow, the density differential between the two enclosures contin-
uously decreases, and hence the bidirectional exchange flow
through the vent also decreases with time. This process contin-
ues until the density differential becomes so small that the ex-
change flow can hardly be observed.

Epstein found that for a fixed aspect ratio of the vent, the
volumetric exchange flow rate (Q(¢)) at any instant scales as

5
o(t) ~1[1—)—§-(’?—f“—’ = Qu(n) or

(1) = @*Qa(1) (1)

where D is the linear dimension of the cross section of the vent,
Ap(t) is the instantaneous difference between the densities of
the two enclosures, and p(t) is the instantaneous average of
those two densities, O, is the instantaneous scale for flow rate,
and Q* is called the flow coefficient, which, according to Ep-
stein’s observation, depends mainly on the vent aspect ratio.
This result agrees with earlier results by Keulegan (1958).
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Here, the exchange flow was defined as the minimum flow
from either enclosure to the other necessary to account for the
observed transport of salt from the top enclosure to the bottom.
This flow rate may not be exactly equal to the total upward
flow rate or the total downward flow rate at any given horizontal
cross section of the test apparatus because of local recirculation
and entrainment.

Epstein identified four different flow regimes on the basis of
the vent aspect ratio. Those four flow regimes are: (I) oscillatory
exchange flow regime (for L/D = 0.15), (II) a countercurrent
Bernoulli flow regime (for 0.15 = L/D = 0.4), (III) a regime
of combined turbulent binary diffusion and Bernoulli flow (for
04 = L/D = 2.75), and (IV) a regime of pure binary turbulent
diffusion (for L/D = 2.75).

Tan and Jaluria (1992) and Jaluria et al. (1993) further ex-
tended Epstein’s work to include cases where there may be a
nonzero pressure differential across the vent. They studied the
vent flow for the aspect ratio range of 0.0144 to 6.0. The main

focus was to find the critical pressure differential that distin-
guishes the unidirectional flow regime from the bidirectional
flow regime. The study also included flow visualization with
shadowgraphy for different pressure differential across the vent.
The effect of pressure differential has also been reported by
Heskestad and Spaulding (1991) and Cooper (1994).

The case of zero pressure differential across the vent has
been studied by Conover and Kumar (1993), who used laser
Doppler velocimetry (LDV) and densimetry to study the flow
behavior for aspect ratio close to 1. Their experimental results
are in agreement with those obtained by Epstein.

The current work, which is a continuation of the work of
Conover and Kumar (1993), concentrates on the oscillatory
regime of exchange flow. For aspect ratios of 0,008, 0.0376, and
0.106, the nature of oscillation is studied with shadowgraphy
for flow visualization and with LDV, and the frequencies of
oscillation are identified. Densimetric measurements are per-
formed to study the decay of brine density in the top enclosure.
The time-resolved flow-visualization photographs are analyzed
to interpret the sequence of flow features around the vent.

Experimental Apparatus

Test Section. The experimental flow chamber for the salt-
water flow analog was built entirely of transparent materials for
flow visualization. Figure 1 is a drawing of the test section with
one corner cut away to show the vent. Two opposing side panels
were built of 0.5-in.-thick plate glass for LDV access with
minimal scattering and distortion. The remaining parts were
built of 0.5-in.-thick acrylic sheet. The chamber was left open
at the top.

A horizontal acrylic partition plate was permanently sealed
in place to divide the chamber into upper and lower compart-
ments. An insertion plate with a 5-in.-dia hole at the center was
sealed to the partition plate by an O-ring. Holes 2 in. in diameter
(which served as vents) were bored in plates of varying thick-
ness. During experiments with a specific aspect ratio, the plate
with the desired vent aspect ratio was glued to the insertion
plate.

The lower compartment was 15 in. square by approximately
12 % in. high. Accounting for the volume of structural protru—
sions, the volume of the lower compartment (V) was 2802 in.}
(0.0459 m *). The upper compartment was 15 in. square by
about 10 % in. high. The volume of the upper compartment
(V,,) accounting for the insertion plate, was 2295 in.* (0.0376
m*). Slight variations of upper compartment volume due to
changing insertion plates were accounted for in the analysis.

Nomenclature

A,eq = cross-sectional area of vent

D = vent diameter p = density

Q* = normalized flow rate = Q/Qx

V = volume of a compartment
Va = velocity scale

Ap = difference between top and bot-
tom compartment densities
[ = pulsation frequency
g = acceleration of gravity
Gr = Grashof number =
g(Ap/p)D* v,
i = index in curve fitting correspond-
ing to different data points
L = vent length
N = number of data points used in
curve fitting
v = kinematic viscosity
Pr = Prandtl number
Q = exchange volumetric flow rate
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p = arithmatic average of the top and
bottom compartment densities
py = asymptotic limit for the density in
either compartment when the den-
sity difference would become
Zero as time — o
Re = densimetric Reynolds number =
DgAp/pD/vy
S,. = standard error of fit
t = time measured from the beginning
of experiments
t* = normalized time = /1,
T = time measured from the beginning
of a pulsation cycle
v, w = velocity components parallel to
the y and z axes, respectively

W, = vertical velocity at vent as
given by Q and A,
X, y, z = coordinate axes, with z as the
vertical axis

Subscripts

A = scale for normalization
f = final value
H = related to the top compartment

H, 0 = initial value, related to the top
compartment
L = related to the bottom
compartment
L, 0 = initial value, related to the

bottom compartment
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The velocity of the water plume in the upper compartment
was low enough that there were no significant disturbances or
gravity waves on the free surface. The absence of a solid barrier
was assumed to have a negligible effect on the exchange flow.

Densimetric Experimental Procedure. The lower cham-
ber was filled with filtered tap water and its density was mea-
sured in situ with an Ertco hydrometer (accuracy: +0.2 kg/m*
at 95 percent CI) to establish the initial p, ;. The vent was then
closed with a rubber stopper and the upper chamber filled with
a brine solution of the desired density. The brine density was
measured to establish the initial py . After both liquids came
to rest, the stopper was removed from the vent tube and drawn
upward at the same speed as the developing water plume, so
as not to impart any unnatural motion to the flow. The flow in
the vent became independent of the stopper motion after a few
seconds. The flow was allowed to proceed for a predetermined
time before being stopped again with the stopper. After the vent
was closed, the upper chamber was stirred to make the brine
homogeneous and py was measured again. This was repeated
several times until py had progressed at least half the way to
the theoretical final value p;:

— PuoVe + proVi

2

Pr

The measurement intervals were chosen with increasing length
to cause approximately equal changes of the upper chamber
average density py, since the rate of decay of p, decreased
substantially during the course of the experiment.

LDV Apparatus, Velocity measurements were made in the
water plume in the upper compartment using a two-dimensional
three-beam laser-Doppler velocimetry system. This system used
a 35 mW He-Ne laser source with a three-way beam splitting
and frequency shifting for velocity sign resolution. Liquids in
both compartments were seeded with 10 um polystyrene micro-
spheres prior to each run. Light scattered forward from these
microspheres was received by a photomultiplier tube, and the
Doppler frequencies corresponding to two velocity components
were measured by two counter-type signal processors. The digi-
tal outputs of the two counters were recorded by a computer.
This system is described in more detail by Conover and Kumar
(1993). Despite difficulties caused by the refractive index varia-
tions in the plume, it was usually possible to obtain a data rate
of 200-300 samples per second with this system.

The coordinate system for velocities measured by LDV
placed the origin on the axis of the vent at its upper edge, since
measurements were made in the upper compartment. The x axis
was horizontal and parallel to the optical axis of the LDV sys-
tem, and normal to the glass wall. The y axis was horizontal
and perpendicular to the x axis, and the z axis was vertical,
forming a right-handed Cartesian system. The v and w compo-
nents of velocity were measured parallel to the y and z axes.

Flow Visualization. Time-resolved flow visualization of
the base of the plume was undertaken, guided by the quantitative
understanding of flow rates and pulsation frequencies already
acquired. The refractive index variations of the flow made the
plume and some features of the flow within the vent readily
visible in room light, but difficult to photograph. The pulsating
flows were apparent in the small aspect ratio vents. LDV time
series taken with the measuring volume on the vent axis, 1.5
cm above the vent, identified one or two dominant frequencies
in each flow, decreasing monotonically as the density difference
decayed, but velocity measurements at that single location did
not reveal the overall flow features.

The features of the plume were given high contrast by shad-
owgraphy, in which parallel white light was directed from a
projector through the test section and onto a screen, where
the shadows of the refractive index fluctuations were readily

Journal of Heat Transfer

1013 prrrtrrrrirrr

SN IR M
. -Equation (6—]' |

1005—;— s 1

0 1000 1500 2000 2500 3000
Time (sec)

[=]
o b
o

() Variation of Density in Top Compariment

-
m
&
o
g

o

o

m

@
T

4
3
:

. = " " . 00

E00 1000 1500 2000 2500 3000
Time (seconds)

(b) Variation of Exchange Flow and Flow Coefficient

e
&
-

Q, volumetric exchange flow rate (m%/s)
-
g
fi

Fig. 2 Density and exchange flow variation for L/D = 0.0376 and initial
Apl/p = 1.2 percent

recorded by a standard VHS video camera. No view of the
flow within the vent was possible by this technique because of
obstructions in the test section, but observations allowed some
connection between features in the base of the plume and those
in the vent itself. The video recorded 60 frames per second,
giving complete resolution of the pulsations, which occurred at
frequencies slower than | Hz in the plume. By reviewing the
video, the average pulsation frequency over several cycles was
determined by counting the number of video frames per pulsa-
tion. A VCR was used to advance the video frame by frame,
and by adjusting the video monitor brightness and contrast,
selected frames of the video were rephotographed using a stan-
dard 35 mm still camera.

Results and Discussion

Volumetric Exchange Flow Rate, Q(¢). A typical decay
of density in the upper compartment is shown in Fig. 2(a) for
the aspect ratio of L/D = 0.0376. Associated with this decay,
there is a corresponding increase of density in the lower com-
partment such that total mass in the two compartments is con-
served. Starting with the mass balances in the individual com-
partments, Epstein (1988) derived an expression for the volu-
metric exchange flow rate:

dPH
o V e,
H df

o= (3)

v .
(pn — pro) — _H(ph'.ﬂ = Pu)
Vi

The term dpy/ dt in the expression for Q is obtained from experi-
mentally obtained py(t) such as the one presented in Fig. 2(a).
A curve-fitting of the experimental data facilitates the calcula-
tion of dpy/dt.

Epstein’s finding that the flow coefficient Q* (defined in Eq.
(1)) is a constant for a given L/D provides a rationale for a
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Fig. 3 Density variation in top compartment for all four cases

proper regression function for py(t). From Egs. (1) and (3),
we write

d DSa\'"2 (V. 4V 312
—Vy ZEE = g+ (Tg) (L_L(PH_,TJ)) . (4)
dt £ Vi

If we integrate Eq. (4) and we replace? 7 by Pr» We obtain

pu(t) = py

Y DS’ 1z 372 2
+{__I#+Q_(_s) (v_ﬂ) ,} . (5)
Vono—pr 2V \ oy Vi

This expression suggests that a proper regression function to fit
P versus time data would be

prt) —pr 1
Pro — Pr (1 +\)?

(6)

where \ is the regression parameter. This regression is calcu-
lated for each experimental run and (dpy/dt)(t) is determined.
Then, using Eq. (3). Q is calculated.

The standard error of fit as calculated by

N N
Sat sz Z (pri — pu(1))? N

is 0.12 kg/m?, which is of the order of the hydrometer resolu-
tion, and hence can be considered to be statistically insignificant.
Since §,, reflects experimental uncertainty as well as appropri-
ateness in the choice of the regression function, the small num-
ber for S, indicates that Eq. (6) fits the data quite well, which

* 9 is different from p; only when Vi and Vy are different. g approaches p,
asymptotically as 1 — co. In the current set of experiments, the maximum difference
between the two was 0.5 percent,
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Table 1 Operating parameters for the four cases tested

Cases | L/D Operating Ranges of Q*
. Ap Re
Fi
Case 1 | 0.106 | 1.2% - 0.4% | 4650 — 2685 | 0.0425
Case 2 | 0.0376 | 1.2% — 0.4% | 4650 — 2685 | 0.0301
Case 3 | 0.0376 | 0.5% — 0.2% | 2998 — 1940 | 0.0353
Case 4 | 0.008 | 1.2% - 0.4% | 4650 — 2685 | 0.0278

is also suggested by that the correlation coefficient is within
0.5 percent of unity,

Recognizing that Eq. (6) is nondimensional, X has the inverse
units of time. Recasting Eq. (5) in a form similar to Eq. (6),
we obtain

P~ Pr
Puo — Pr

(L4924, (8)

where
¥ = f{tﬂ,

and

o 2V, v, 32
IA = . (9)
Puo = Py QFYD3g \Vy +V,

Substituting for @ * from Eq. (1), we simplify Eq. (9) to

o ())
= Q -Vﬂzw —pr \Vy+ ¥V, ’

From Eq. (10), 15 appears to be a physically reasonable time
scale for the decay of the driving potential, (py — p.). It can
be seen from Eq. (8) that at 1 = 15 (ie,, at t* = 1), (py — pr)
decreases by a factor of 4.0 from the initial density difference.
Figure 3(b) shows that the density data collapse into one curve
for all the four cases when the time is normalized by the time
scale given by Eq. (9). The regression parameter, \, is found to
be the inverse of this time scale calculated for each experimental
condition. This is possible only because Q* is a constant, which
will be verified next, The plot of @ and @* versus time for L/
D = 0.0376 is presented in Fig. 2(b). It must be noted that Q*
varies by only 0.33 percent over the course of the experiment,
whereas Q decreases by 33 percent. Plots of Q* versus time

(10)

Table 2 Epstein's (1988) results for oscillatory exchange flows

I/D [% [Re Q" @
(approx.) | (expt) | (eqn. 23)
0.015 | 9.1% | 8790 0.0498 | 0.0550
0.015 | 3.8% | 5680 0.0590 | 0.0550
0.028 | 9.9% | 2360 0.0529 | 0.0551
0.028 | 3.4% | 1380 0.0610 | 0.0551

(From Epstein’s theory, @* = 0.04 for L/D < 0.15)
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1: 7 = 0 see.

Frame 3: 7 = 0.93 sec.

Frame 2: 7 = 0.47 sec.

1.40 see.

Frame 4: 7 =

Fig. 4 Shadowgraphic flow visualization for L/D = 0.0376

for other cases also showed that Q* remained constant through-
out the experiment.

The values of Q* for different cases as well as the operating
parameters are given in Table I.

For comparison, the results from Epstein’s ( 1988) study for
oscillatory flow regime are given in Table 2. Epstein’s experi-
mental values for Q% are different from those obtained in this
study. The differences may be attributed to higher values of
Ap/p and Re. The Boussinesq assumption is not valid for large
values of the parameter Ap/p, causing the exchange flow to
depend on that parameter. However, in Epstein’s study as well
as in the current study, it can be seen that increase in Ap/p
reduces Q* slightly (e.g., compare Case 2 and Case 3 of the
current study ). More studies are needed to clarify this apparent
difference between the results of these two studies. It should
be noted that Epstein’s theoretically predicted value (0.04 for
all L/D < 0.15) for Q* is closer to the results of the current
study compared to his experimental results.

Flow Visualization. The flow field for Case 2 is studied
in detail with shadowgraphic flow visualization. Study of the
shadowgraphic images captured in a video tape reveals the flow
pulsation. As the density differential decreases with time be-
cause of the exchange flow, the pulsation frequency also de-
creases. This is consistent with the observation that the continu-
ous decay in density differential causes the driving force behind
the exchange, and hence also the flow rate, to decrease. A
frame-by-frame study also reveals the time period and hence
the frequency of pulsation.

Journal of Heat Transfer

The pulsation process occurs as follows. First, the brine in
the top compartment and the water in the bottom compartment
flow radially inward toward the vent at low velocities on either
side of the vent. As the two flows reach the vent, an interface
is formed between brine and water. The interface oscillates
with concentric waves that begin at the vent edge and grow in
amplitude as they progress inward, When the wave crest reaches
almost half the radius inward it becomes unstable and breaks off
as a water blob upward into the brine compartment. A quarter of
a cycle later, the trough of the interfacial wave approaches half
the vent radius, and breaks downward as a brine blob into the
water compartment.

The photographs in Fig. 4 show the details of this process.
The entire cycle of pulsation is pictured in 8 frames at an
interval of  of a period. The pictures are taken 1200 seconds
after the start of an experiment with L/D = 0.0376 and initial
Aplp = 1.2 percent. The cycle begins at 7 = 0 (where 7 is
the time from the start of this cycle) and ends at 7 = 3.73
seconds. The last photograph shown is taken at 7 = 3.27 seconds
since flow patterns are identical at 7 = 0 and 7 = 3.73 seconds.
It should be noted that the period of the cycle would increase
as time progresses, i.c., as the driving potential decays.

The interfacial wave at the vent becomes unstable and devel-
ops into a plume. This can be seen in frame 1. Following the
plume rises a toroidal blob of water enveloping the long stem
left over by the plume. The toroidal blob rises toward the plume
(frame 2) and moves closer to the plume (frame 3). At the
same time, it can be seen in frame 3 that a new toroidal blob

“emerges upward from the vent. This blob is more visible in
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Trame 5: 7 = 1.87 sec.

Frame 7: v = 2.80 sec.

Frame 6: 7 = 2.33 sec.

= 3.27 sec.

Frame 8: 7

Fig. 4 (Continued)

frame 4 in which the previous blob has not yet completely
merged with the plume. The new blob rises in the wake of the
previous blob and hence merges with the plume much faster as
shown in frames 5 and 6. In frame 6, the plume is in the shape
of a bigger cloud and entrains less brine, and hence moves
upward faster. Therefore, the third blob that originates at the
vent (frame 7) is unable to catch up with the plume and a long
stem is formed between the plume and this blob (frame 8), and
the cycle repeats itself.

When the cycle is ongoing in the top compartment, a mirror
image of the same process takes place in the lower compart-
ment. The events in the two compartments are out-of-phase by
a quarter of a period. When the long stem appears in the top
compartment as shown in frame 2, a toroidal brine blob flows
downward, and the cycle continues with alternating water and
brine pulsations.

LDV Measurements. LDV measurements confirm the
qualitative flow patterns suggested by flow visualization. The
LDV measurements are performed not at the edge of the vent
but half a vent diameter above it. As a result the vertical compo-
nent of flow as measured by LDV also includes entrainment,
with the upward motion in the center and the downward motion
in the outer portion of the upper compartment. For this reason,
in this study, LDV measurements are used for spectral analysis
only, and not for quantitative analysis of flow. Representative
velocity profiles obtained from LDV measurements can be
found in Conover and Kumar (1993).

For the purpose of spectral analysis of the pulsating flow, the
vertical component of velocity is monitored on the axis of the

646 / Vol. 117, AUGUST 1995

vent at about half a vent diameter above the upper edge of the
vent. The frequency of pulsations is measured from the power
spectrum of LDV data. Figure 5(a) shows the spectrum at a
typical instant for Case 2, L/D = 0.0376. A single clearly
defined frequency can be identified from the spectrum at 0.55
Hz. The frequency bin width is 0.01 Hz. For this case, LDV
measurements are performed 11 times during the transient pro-
cess; in each measurement the time series of data is taken for
about 100 seconds. The pulsation frequency decreases by about
0.01 Hz over 100 seconds. Hence there is negligible spectral
broadening at the frequency of pulsation. Thus the frequency
of pulsation as calculated from the spectrum is not affected by
the long sampling duration.

As the driving force for the buoyant flow decreases with
time, so does the frequency of pulsation. Figure 5(b) shows
the decay in the pulsation frequency for Case 2 (L/D = 0.0376).
After the first point, the pulsation frequency decreases monoton-
ically from 0.7 Hz to 0.45 Hz. The curve shown is a line propor-
tional to Q(t) with the constant of proportionality equal to 0.104
Hz/cm?/s. If the first point is ignored, the frequency decays
about 25 percent faster than the flow rate.

The corresponding spectrum for Case 1 is shown in Fig.
6(a). For this aspect ratio of L/D = 0.106, the interface be-
tween fluids from two compartments is usually disorganized,
and the interface can be seen to be moving up and down the
vent. Pulsations can often, but not always, be seen; periodicity
is still readily apparent in spectral analysis. Experiments with
still larger aspect ratio do not produce any pulsating flow. Thus
the demarcation between regimes I and II is around L/D =
0.106 for this set of experiments.
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Fig. 5 Pulsation frequency for L/D = 0.0376

For the smallest aspect ratio that is studied (Case 4: L/D =
0.008), spectral analysis (Fig. 6(b)) suggests the presence of
two frequencies. These two frequencies are found to decay at
different rates, suggesting that the physical origins of these two
frequencies are perhaps different. The lower frequency decays
at the same rate as the exchange flow. The higher frequency
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Fig. 8 Typical power spectra
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Fig. 7 Decay of pulsation frequency

decreases in the same way as in the other cases, i.e., at a rate
faster than the rate of decay of the exchange flow. A second
peak at a lower frequency (~ 0.3 Hz) can also be seen for
L/D = 0.0376 (Fig. 5(a)) although this second peak is less
dominating than the other. Figure 7(a) shows the decay of
pulsation frequencies for all cases. For Case 1 (L/D = 0.0376),
only the dominant frequency is shown in this figure.

This second peak may be attributed to a secondary phenome-
non of the formation of secondary ripples in the circumferential
direction in the brme»-water interface. At the vent edge the rip-
ples are about § in. or % % in. from crest to crest with amplitude
approximately equal to L in the two thinnest vents (L/D =
0.0376, 0.008; these ripples are not observed for L/D = 0.106).
Proceeding inward radially, the ripples become closer together
and increase in amplitude. The superimposed ripples become
unstable and the ripples quickly disappear in the rolling motion
of the ascending (or descending) blobs. The ripples make the
flow three dimensional because there is a significant circumfer-
ential dependency of axial and radial velocities at the point
where the ripples get unstable.

Figure 7(b) shows the decay of pulsation frequency for all
cases where time has been scaled by 1, and the frequency has
been scaled by fa = W,(t)/VLD = Q()/0.5A e VLD. Here,
W.(t) = Q(1)/0.5A,., is the velocity at the vent as given by
Q(t). This frequency scale f, has been found to work better
than the more natural scales of frequency such as W,/L or W,/
D. This indicates that the pulsation phenomenon is governed
not by L or D alone, but by both L and D. This figure also
shows that the higher frequency for Case 4 (L/D = 0.008) is
the one that scales with the pulsation frequencies for the other
cases. This indicates that the origin for the lower frequency for
Case 4 is different from that for the other frequencies.

Summary and Conclusions

The pulsating flow phenomenon of a buoyant flow in vents
with low aspect ratio (L/D = 0.106) has been observed with

AUGUST 1995, Vol. 117 / 647

Downloaded 12 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



flow visualization and LDV measurements. A phenomenologi-
cal model has been given and conclusions made as follows:

1 The volumetric exchange flow rate Q scaled by O, =
YD?g Ap/p has been found to be a function of aspect ratio
L/D only, for Reynolds number range of 1940 = Re, =
4650.

2 A time scale for this transient process, based on rate of
decay of py, collapses all experimental data sets for decay
of py into one curve.

3 Flow visualization shows large recirculation motions in the
two compartments forcing brine in the top compartment and
water in the bottom compartment to flow radially inward
toward the vent, forming an interface at the vent. At a certain
radial distance from the vent center, the interface becomes
unstable, contributing to alternating water and brine pulsa-
tions in the two compartments. The frequency of this pulsa-
tion has been determined from spectral analysis of LDV
data.

4 For vents with aspect ratios of 0.008 and 0.0376, a second
frequency was found from the spectral analysis. The interfa-
cial waves, found responsible for the primary pulsation fre-
quency, grow in amplitudes as they move radially inward,
forming secondary ripples in the circumferential direction.
These ripples, which have been found only in very low
aspect ratio vents, may be the cause of the second pulsation.

5 f, = W,(t)/VLD has provided a frequency scale for the
decaying frequencies for all cases studied. A plot of scaled
frequencies as a function of scaled time clearly separates the
pulsation frequencies caused by different flow phenomena.
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A numerical simulation of the turbulent transport from an isolated heat source in a

square cavity with side openings is presented in this work. The openings allow an
externally induced air stream at ambient temperature to flow through the cavity and,
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thus, mixed convection arises. Results for the turbulent regime are obtained, by
employing a suitable, high-Reynolds-number form of the K—E turbulence model. A
stream function—vorticity mathematical formulation is used, along with the kinetic
energy and dissipation rate equations and an expression for the eddy viscosity. A
time-marching scheme is employed, using the ADI method. The values of the Reynolds
number Re, associated with the external flow, and the Grashof number Gr, based on
the heat flux from the source, for which turbulent flow sets in are sought. Two typical

values of the Reynolds number are chosen, Re = 1000 and Re = 2000, and turbulent
results are obtained in the range Gr = 5 X 10°—5 X 10%. For both values of Re,
the average Nusselt number over the surface of the source is found to vary with Gr
in a fashion consistent with previous numerical and experimental results for closed
cavities, while the effect of Re in the chosen range of values was small.

Introduction

The interaction between a buoyancy-induced thermal plume
from a heat source and an externally driven cold flow inside
a cavity constitutes a physical configuration, which is often
encountered in electronic cooling applications and ventilation of
rooms, among others. Similar convective heat transfer problems
involving turbulent flow have been studied numerically in recent
years by various investigators. Among the existing computa-
tional models, the K—E model has been the most widely used
one, particularly in internal flows, i.e., flows in enclosures, cavi-
ties and channels.

The study by Nielsen (1975) appears to be the first to have
used the K—E model for a recirculating flow. Buoyancy effects
were included in the vorticity equation but not in the k and e
equations. This was also the first study to deal with a mixed
convection problem, using the Archimedes number, which is
the same as the Richardson number Gr/Re?, as the governing
parameter. The ventilation of a room was also the motivation
for the three-dimensional study by Hjertager and Magnussen
(1977). Their K—E model included buoyancy effects only in
the momentum equations and not in the & and ¢ equations.

It was only in the work by Fraikin et al. (1982) that a recircu-
lating flow was solved numerically using the K—E model with
the buoyancy effects included both in the equations of motion
and in the k and e equations. They considered natural convection
in a cavity with two differentially heated side walls and perfectly
conducting horizontal boundaries. In this configuration, it is
now known from more recent studies (see Papanicolaou and
Jaluria, 1992, for a review) that a Hopf bifurcation occurs at a
Rayleigh number of approximately 2.2 X 10°. Fraikin et al.
obtained results in the transition range, for Grashof number Gr
= 6.6 X 10°~10%, corresponding to Rayleigh numbers Ra =
432 x 10°-7.2 x 107. They derived a correlation for the
average Nusselt number in terms of the Grashof number. Turbu-
lent flow results for mixed convection in shallow enclosures of
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various aspect ratios were also obtained in the numerical work
by Cha and Jaluria (1984) using an eddy-viscosity model.

Ozoe et al. (1984 ) used the K—E model for three-dimensional
natural convection computations in a cubical enclosure (Ra =
10%), using a vector potential-vorticity formulation. The same
configuration was studied in the presence of an external hori-
zontal flow by Ozoe et al. (1986), at Re = 123 and 61.4, and
Rayleigh number fixed at Ra = 107. Two-dimensional results
for natural convection in water were also presented by Ozoe et
al. (1985), for enclosures with aspect ratio (length/height) of
1 and 2 and heated from the sides, for Ra = 10",

A mixed convection problem was studied numerically and
experimentally by Hoogendoorn (1985), who simulated the
stratified flow of air in a corridor adjacent to a room with a fire,
He obtained results using the K—F model for a shallow enclo-
sure of aspect ratio (length/height) equal to 7 and two air
streams at different temperatures flowing through. Humphrey
and To (1986) obtained results both for both natural and mixed
convection flow in a partially opened cavity. They used a varia-
tion of the low-Reynolds-number K—E model (Launder and
Spalding, 1974), with variable density in their governing equa-
tions and the effect of the temperature fluctuations T’ included.
Mixed convection results were obtained for Re?/Gr = 0.4, 0.85,
21.3, and 85.4 and heat transfer correlations were derived.

More recently, numerical results were presented by Abrous
and Emery (1989), Hanjalic and Vasic (1990), and Nobile et
al. (1990) for turbulent natural convection in a cavity. The
studies by Abrous and Emery (1989) and Hanjalic and Vasic
(1990) considered a variety of boundary conditions on the verti-
cal and horizontal walls, along with internal partitions in the
cavity. In addition, Abrous and Emery (1989) studied the ef-
fects of localized heating at the bottom surface and of a hori-
zontal injection of cold air into the cavity, two aspects that are
of relevance in the present investigation.

Here, the turbulent transport from an isolated, constant heat
flux source is simulated, in a square cavity with two openings,
allowing for a throughflow of air. The basic configuration is
shown in Fig. 1. It is similar to the cavity studied by Papanico-
laon and Jaluria (1990), except for a channel of length L,,
which is added at the outflow. The purpose of this channel will
be explained later. All the walls of the cavity are taken as
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Fig. 1 Physical model of the cavity with adiabatic walls and a flush
source on the left side wall, used to obtain solutions for turbulent flow

adiabatic, therefore all the heat generated by the source is car-
ried away from the enclosure by the exiting airflow. As of this
date, there are no available data, numerical or experimental, for
turbulent flow in such a configuration, which involves: (a) a
cavity heated from the side with localized rather than uniform
heating; (b) a heat source subject to a constant heat fiux as
opposed to an isothermal condition and all other walls adiabatic;
(c) interaction between a vertical buoyancy-driven flow and a
horizontal forced flow, i.e., two flows in directions perpendicu-
lar to each other.

The laminar regime for the flow and heat transfer in such a
configuration has been studied in a previous work by Papanico-
laou and Jaluria (1990). Conjugate effects and multiple heat
sources have also been considered (Papanicolaou, 1991). The
governing parameters are the Reynolds number Re of the exter-
nal flow, and the Grashof number Gr based on the constant heat
flux from the source. For a fixed Re, it is known (Papanicolaou
and Jaluria, 1990, 1992) that there is a critical Grashof number
Gr,, at which transition from a laminar to a periodic, oscillatory
regime occurs. If Gr is further increased, it is expected that

other transitions will take place, eventually leading to the turbu-
lent regime. Here, only the initial stages of the turbulent flow
regime are investigated, by specifying values of Gr at least an
order of magnitude higher than Gr,, and by using a suitable
turbulence model. Results for the flow, temperature, and heat
transfer are obtained, the average Nusselt number from the
source is computed, and comparisons are made with previous
studies, wherever applicable.

Mathematical Formulation

Model Equations. The governing equations are obtained
in a stream function-vorticity formulation and the K—E model
is used in its high-Re (or standard) form. The stream function
equation is the same as that in the laminar case (Papanicolaou
and Jaluria, 1990), while the vorticity equation is obtained by
taking the curl of the momentum equation, and is written in
the form given by Fraikin et al. (1982). The equations are
nondimensionalized as shown in the nomenclature and, keeping
in mind that they describe only variations in the mean quantities,
the following system of dimensionless equations can be written:

Vorticity Transport Equation:

of) Gr of |

A V) = - e+ — V0

ar ( ) Re? dY+Rc
rlifd 2 o 2
Re \9Xx?* aY? ay

1 82 U av
. Skl o=
Reaxar[’ (aX 61’)] ()

Stream Function Equation:

VI =-0 (2)

Nomenclature

C, = specific heat under constant

pressure T=

d = vertical distance from the bot-
tom of the cavity

E = dimensionless rate of dissipa-

Re = Reynolds number = v; H;/v
local temperature
u, v = vertical and horizontal velocity
components, respectively
V = dimensionless velocity vector =

ok, o = Prandtl number for the tur-

bulent kinetic energy and

its rate of dissipation, re-
spectively

= turbulent Prandtl number

tion of K; E = eH}/w?
g = magnitude of the gravitational
acceleration
Gr = Grashof number =
gBATH} /v?
h = average heat transfer coeffi-

X, ¥ = dimensionless vertical and hori-
zontal coordinate distances, re-

(U, V) = (u/v, viy)
W = width of the cavity
x, y = vertical and horizontal coordi-
nate distances, respectively

= v/,

7' = physical time

7 = dimensionless time =
7' (v,/Hy)

v; = mean value of the hori-
zontal velocity component
at the inflow

spectively; X = x/H;, Y = y/H;
a = thermal diffusivity of air ¥ = dimensionless stream
«, = eddy diffusivity of heat function; U = a¥/gY, V
B = coefficient of thermal expansion = —-9¥/oX
of air = —(1/p)(dp/aT), = dimensionless vorticity =
AT = temperature scale = gi{H;/\ oVIdX — aUIdY
€ = rate of dissipation of turbulent
kinetic energy
f = dimensionless temperature =
(T — T)IAT
= thermal conductivity of air
v = kinematic viscosity of air
v ¥ = turbulent/molecular viscosity ra-
tio = v, /v
p = density of air

cient over the surface of the
heat source
H = height of the cavity
H;, H, = height of the inlet and outlet
openings, respectively
k = turbulent kinetic energy
K = dimensionless turbulent kinetic
energy = k/v}
_ L, = length of the heat source
Nu, = average Nusselt number over
the surface of the heat source
P = dimensionless local pressure =
plpv}
Pr = Prandtl number of air = v/a
g, = heat flux per unit surface area
of the source

Subscripts
E, W, N, § = neighbor grid point to the
right, left, top, and bottom
of the control volume,
respectively
P = grid point at the center of
the control volume
w = value of a variable at the
wall
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Turbulent Kinetic Energy Equation:
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Dissipation Rate Equation:
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where V is the two-dimensional Laplacian operator and, in
order to write Egs. (4) and (5) in a compact form, two dimen-
sionless quantities P and G are defined as follows:
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The quantity P represents the production of turbulent kinetic
energy due to shear, while G, the production of turbulent kinetic
energy due to buoyancy. The constants appearing in the equa-
tions of the model are set at the following values: C, = 0.09,
C,i=144,C,=192,C =07, 0, = 10,0, =13, and o, =
0.9 (Launder and Spalding, 1974). The value of the constant
C,, which only appears in flows with buoyancy effects, is ob-
tained as an average of the corresponding values for vertical
and horizontal shear layers. C; is a function of the flux Richard-
son number Ry, which has different values for vertical and hori-
zontal layers and, as discussed by Fraikin et al. (1982), the
suggested, average value for Cs, obtained from the two limiting
cases, is 0.7. Although derived for different types of flow, the
values of these constants have been used successfully with no
modifications in natural-convection problems as the ones al-
ready referenced. Sensitivity studies for the constants were con-
ducted by Fraikin et al. (1982) and Abrous and Emery (1989).
When each of the constants C;, C;, and o, was individually
varied by *+20 percent, the velocities and Nusselt numbers var-
ied within reasonable amounts (less than 10 percent), while the
turbulent variables were found to be more sensitive.
In conclusion, the equations to be solved are Eqgs. (1)~(5),
along with the equation for the eddy viscosity, which is written
in nondimensional form as:

2
V,*=ReC,,KE

(7

Boundary Conditions. The boundary conditions for the
cavity under consideration state that the velocity components
are zero (U = V = 0) at the solid walls, while for the tempera-
ture the gradient normal to the wall is taken as zero (adiabatic
condition, 88/8X = 0 or 88/8Y = 0). The inlet velocity V;(X)
is taken as constant across the opening (uniform flow), at a
dimensionless value equal to 1. Since the dimensionless height
of the inlet opening is H¥ = 1, the dimensionless stream func-
tion at all walls below the inlet and outlet openings is given
the value ¥ = 1 (dimensionless flow rate of the oncoming
flow), while at the top surface: ¥ = 0. At the inlet, the tempera-
ture condition is & = 0, while at the heat source, the correspond-
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ing boundary condition in dimensionless quantities turns out to
be: 88/0Y = —1.

The inlet value for K was obtained by assuming 1 percent
fluctuations for the inlet velocity V;. By means of the equation
defining K as the sum of velocity fluctuations (Launder and
Spalding, 1974), this yields a value K; = 102, Initial values
for one of the remaining two turbulent quantities v or E must
then be specified. Here the inlet eddy viscosity #}%; is arbitrarily
assigned a small value, i.e., 1072, corresponding to an essen-
tially laminar oncoming flow. E; is then computed from Egq.
(7). At the walls the values of K and v} are set equal to 0.
The value of the vorticity at the wall (2, is computed from the
value of the stream function, as for the laminar case (Papanico-
laou and Jaluria, 1990). The corresponding formula is presented
below.

At the outflow, the gradients of all variables have been taken
equal to zero. In order for this condition to be accurate, it has
to be imposed at a certain distance from the right vertical wall.
Therefore, at the outflow opening, a channel of length L} =
0.5, i.e., % of the width of the cavity, is added and the zero-
gradient outflow boundary condition is imposed at that location,
where Y = 4.5. This distance was found to be adequate. The
value of the dissipation rate E at the wall is undetermined,
because, from the definition of the length scale of turbulence /
in the K—E model (Launder and Spalding, 1974), E = K*?*/]
and, as pointed out by Fraikin et al, (1982), at the wall both
K and [ are equal to zero. Therefore, the approach used by
Fraikin et al. (1982) and Ozoe et al. (1984, 1985, 1986) is
employed. All these studies used a stream function-—vorticity
formulation, but the same version of the K—E model was also
used in a primitive variable formulation, by Nobile et al.
(1990). According to this approach, E is not solved for at the
wall in the numerical solution, but only up to the first grid point
from the wall. At that point, denoted by a subscript p, the value
of E is prescribed by the equation:

/4 pr3/2
= ﬁ (8)

k(bn),
where C, is the constant appearing in Eq. (7), « is von Kar-
man’s constant and is equal to 0.42, and (&n), is the distance
of the first grid point from the wall (Fraikin et al. 1982). For
details on the derivation of Eq. (8), see Rodi (1980) and Arpaci
and Larsen (1984). Equation (8) is used to compute the value
of E, after the value K, has been computed.

Equation (8) is the only wall function that is still being used
for natural convection boundary layers. As discussed by Henkes
(1990), the logarithmic wall functions for the velocity and the
temperature given by Launder and Spalding (1974) are not
valid for natural convection boundary layers; this is true for Eq.
(8) as well. However, this equation has been used successfully
in the numerical studies mentioned above. It is also recom-
mended that x* < 11.5 at the first grid point in natural convec-
tion boundary layers ( Henkes, 1990). This was also checked in
our computations as discussed later, since a natural convection
boundary layer is expected to develop over the source, along
the left vertical wall.

Numerical Scheme—K-E Model

Discretization of the Equations. The numerical procedure
is similar to the one described by Papanicolaou and Jaluria
(1990) for the equations that govern the laminar flow. However,
there are two additional equations, Eqgs. (4) and (5), and addi-
tional terms in the vorticity equation for turbulent flows. All
these require special treatment, especially the source terms in
the equations. Equations (1) and (3)—(5) can be written in the
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following common form:

d

— +VJI=S5 9
ar ¢ ©®)

where J = V¢ — I';Vo is the total (convective + diffusive)
flux. It can now be recognized that the diffusion coefficient for
the vorticity is the same as in the discretization of the laminar
flow equations, i.e., I'n = 1/Re. The diffusion coefficients in
the 4, K, and E equations are, respectively:

* *
]"0=L(l+v_’)’ FK=L(1+U—‘),
Re \Pr o, Re ok

&
FE=L(1+V—')
Re Ok

The corresponding source terms are:

Gr 90 1 a? a* L oU a3V
AR . ANCPE Y S il | ] T4
Re? ¥ Re \dX?* aY? aY odX
2
_1 9 [, (90U _av\],
Re aXay X ay
Sg:{]. S;(=P+G_E,
E E?
SE=(C|P+C3G)E_C2?

The next step is to integrate Eq. (9) over each control volume,
as described by Patankar (1980), to obtain the following alge-
braic equation:

9¢

ar

(10)

(11)

AV+Zas(¢p-¢.‘)=LVS¢dV (12)
where i = N, S, E, W, and the coefficients a; are as defined
by Papanicolaou and Jaluria (1990). The power-law approxi-
mation (Patankar, 1980) is used here for the convective terms,
since it provides a fairly accurate representation for the flux J
of the transported quantities between two adjacent nodes, while
also being computationally more efficient than the exact, expo-
nential expression. The integration of the source terms S, re-
quires a series of algebraic manipulations, details of which can
be found in Papanicolaou (1991). After the integrations are
carried out and the algebraic form of the equations is obtained,
the Alternating Direction Implicit (ADI) method is applied to
the energy, vorticity, kinetic energy, and dissipation rate equa-
tions, exactly as described by Papanicolaou and Jaluria (1990).
The application of the ADI method leads to tridiagonal systems
for each of the variables 6, {2, K, and E. The stream function
equation is solved by the Successive Over-Relaxation (SOR)
method (Roache, 1972) and the wall vorticity is computed from
the formula: '

22Uy — 0,

(An)?
This is a first-order formula, which is valid for nonuniform
grids as well. It is more stable than the second-order form
(Roache, 1972), whose accuracy is reduced for nonuniform
grids. Therefore, this first-order approximation was found to be
adequate here.

Q, = (13)

Computational Grid. The cavity shown in Fig. 1 is discre-
tized using a 31 X 39 nonuniform grid. The locations of the grid
points in the Y direction are given by the functions suggested by
Henkes (1990): )

tanh {a,(j/n — %)}] 43

1
Vi=-W*1+
L [ tanh (a,/2)

where j = 1, 2, ..., n and n is the total number of grid points
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Table1 Comparison of selected resuits obtained with the present code
and those obtained by Fraikin et al. (1982). The results refer to natural

cor tion in a closed cavity with perfectly conducting horizontal walls,
at Gr = 6 x 108,
Results of Nug | Viss | Unas Y maz Konas Eaer
Fraikin et al. (1982) || 23.5 | 266.13 | 343.62 | 3.19 | 6.65 x 10° | 4.49 x 10°
Present work 21.37 | 265.78 | 350.92 | 2.85 | 7.22 x 10 | 3.63 x 108
(geometric grid)
Present work 21.94 | 265.79 | 351.32 | -2.84 | 7.17 x 10° | 3.60 x 10°
(hyperbolic grid)

in the horizontal direction, inside the cavity. The parameter a,
is given by a; = a,/sinh (a,), where the best choice for a, in
the present case was found to be @, = (.15. This value does
not severely reduce the minimum grid spacing and therefore
allows for a reasonably high value of the time step. In the
X (vertical) direction there are more constraints, because the
placement of the grid points must guarantee that H¥* = L* =
1. In order to have better control on these fixed dimensions, a
locally nonuniform grid in the X direction was chosen. Near
the bottom of the cavity a region of geometrically reducing grid
spacings is considered, above which the grid is uniform up to
the bottom of the inlet and outlet openings. Then, across the
openings, the grid points X; are placed according to Eq. (14),
where W* should be replaced by H* and n by the total number
of grid spacings across the openings.

Computational Procedure. The computations start from
the laminar solution at the same Reynolds number and a smaller
Grashof number. In order to obtain the turbulent flow solution,
a small perturbation in the flow field has to be introduced. An
initial turbulent kinetic energy field was obtained by assuming
1 percent fluctuations for the local velocity components U and
V. The values of the remaining two turbulent variables v} and
E are obtained in a fashion similar to what was previously
described in deriving the corresponding inlet values. The initial
values of K, v}, and E are not expected to affect the final
steady state, provided that they are small enough and they are
only needed to introduce turbulence in the numerical solution.
If the flow is still in the laminar regime, the numerical procedure
should converge to zero values for all the turbulent flow quanti-
ties. Once the first turbulent solution is obtained for certain
Reynolds and Grashof numbers, it can be used as the initial
condition for higher Reynolds or Grashof numbers.

To determine whether convergence to steady state has been
attained, a relative error, defined as the difference between the
values at two successive time levels (n) and (n + 1) over the
value at level (n) for each variable ¢, is monitored with time.
This continues until the error attains a value less than 107
while, in addition, the relative error in the overall energy balance
becomes less than 10 2. All the computations at the production
level were run on a CRAY Y-MP supercomputer at the Pitts-
burgh Supercomputing Center (PSC) and required an average
of 0.24 seconds of CPU time/time step. Most of the develop-
ment runs were made on a 3100 VAX station and these required
3.55 seconds per time step. Based on the CRAY data, the total
CPU time for the results presented here was about 38 hours.

Code Validation. The turbulence model was validated by
checking the results against those of Fraikin et al. (1982), which
were numerical and experimentally validated. They studied the
natural convection flow in a closed cavity, differentially heated
from the sides and with perfectly conducting horizontal walls.
The comparison for a Grashof number of Gr = 6 X 10° is
shown in Table 1, in terms of the maximum values of selected
quantities. The grid dimensions used here were of the same
order, i.e., a 21 X 21 grid was used for the comparison while
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Fraikin et al. used a 21 X 21 and a 25 X 25 grid. However, the
distribution of the grid points was different. Fraikin et al. (1982)
used trigonometric functions to obtain the nodal coordinates,
while two different types of nonuniform grid were used here:
one where there are two nonuniform zones of grid points next
to the vertical walls, with the distances between the nodes being
reduced geometrically and a uniform grid at the core of the
cavity, and the other where the distances of the nodes are given
by Eq. (14), i.e., using hyperbolic functions. The values com-
pared in Table 1 show a fairly good agreement. A few other
comparisons with the natural convection problem, in terms of
heat transfer, are made later in the paper, again indicating good
agreement.

Results and Discussion

Definition of Parameters. The geometric parameters of
Fig. 1, in their dimensionless form denoted by an asterisk (*),
are specified as follows: H}¥ = 1.0, H* = 4.0, L¥ = 1.0,
d¥/H* = 0.25, d¥/H* = 0.875, d¥/H* = 0.875, and W*/
H* = 1. The fluid is air, with a Prandtl number equal to Pr =
0.71 at room temperature. The values for the Reynolds and
Grashof numbers are chosen in the range where turbulent flow
is expected and which is also representative of flows encoun-
tered in several practical applications. For instance, if the appli-
cation of interest is a cavity inside an air-cooled electronic
system, where air enters at an inlet velocity of 1 m/s through
an opening of 2—4 cm at 32°C, the Reynolds number can be
found to vary in the range Re = 1100-2200. Similarly, for heat
fluxes of order g” = 0.5-1 W/cm?, which are typical of high-
power, air-cooled electronic modules and for the same opening
dimensions, the Grashof number varies in the range Gr = 0.5
% 107-10%. However, one should not view this study as exclu-
sively tied to electronic cooling, as it would relate equally well
for instance to applications such as the ventilation of a room in
the presence of heat sources (Mokhtarzadeh-Dehghan et al.,
1990).

As mentioned earlier, an attempt is made here to determine
the onset of the turbulent regime by specifying Grashof numbers
that are at least an order of magnitude greater than Gr,,, for
two Reynolds numbers, The values of the Reynolds number
chosen are 1000 and 2000, for which solutions for laminar
flow have been previously obtained (Papanicolaou and Jaluria,
1990). Of particular interest here is the heat transfer from the
source to the fluid. Since our first grid point is always located
within the viscous sublayer, the heat transfer is computed as in
the laminar case (Papanicolaou and Jaluria, 1990). Therefore,
the mean Nusselt number is given by:

= IJ'* i J" 1
No=21| —% _pgax=| ——ax
SN T -7 0 0,(X)

where #,(X ) is the local temperature at the surface of the heat
source.

Flow and Thermal Fields. For Reynolds number Re =
1000, it was found by Papanicolaou and Jaluria (1990) that the
flow is laminar and steady up to Gr = 10°, where Gr/Re? =
1. At Gr = 107, the solution became oscillatory. Oscillatory
results were also obtained at Gr = 5 X 107, with Gr/Re? =
50, using the K—E model and starting with the solution at Gr
= 10° as the initial condition. The numerical procedure led to
a solution characterized by nonzero values for the turbulent
quantities v, K, and E, but also by very regular, periodic
oscillations for all variables, similar to those found by Papanico-
laou and Jaluria (1990, 1992). The random fluctuations of tur-
bulence start making their appearance, as verified by the maxi-
mum value of the eddy viscosity, which is v}, = 8.2. Similar
oscillations have also been reported by Ozoe et al. (1985), in
their computations of turbulent natural convection in a closed

(15)
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Table 2 Comparison of selected results obtained at various Grashof
and Reynolds numbers in turbulent flow

Results Re=1000 Re=2000
Gr 5x107| 10% | 2x 10815107 | 10° | 5x10°
Gr/Re? 50 100 | 200 125 | 25 125
Yoz 1.198 | 1.222 | 1.269 | 1.083 |1.103| 1.177
Opmar X 102 | 5819 | 4.847 | 4.060 | 5560 |4.748 | 3.227
Nu, 20.54 | 25.05| 30.26 || 21.81 |25.66 Lss.u
Kmar x 102 | 619 | 21.2 | 331 2.27 3.5ﬂ 18.8
Eis 1.23 | 342 | 471 055 | 0.66 | 3.14
Vs 82 |[339 | 536 52 | 89 | 516

cavity using the K—E model. The oscillatory behavior can be
an indication that the flow is still in the transition regime for
the specific values of the parameters. The exact extent of this
regime was outside the scope of this study, as a suitable transi-
tion model was not employed.

The oscillations in our case were damped at large time
when Gr was increased to 10®. At this value, the results
are characterized by steady mean values and the amount of
turbulence is increased, as verified by the value of the turbu-
lent viscosity, which is now 33.9 times the value of the mo-
lecular viscosity (¥ ¥ = 33.9). The maximum value of the
kinetic energy K. is increased by approximately four times
from its value at Gr = 5 X 107. The value 5 X 107 for the
Grashof number, which is based on the height of the inlet
opening H¥, at the same value of AT, corresponds to a value
of Gry, = 3.2 X 10” based on the height H* of the enclosure,
which is typically used to define the Grashof number in natu-
ral convection in enclosures. The value Gr = 10® corresponds
to Gr, = 6.4 X 10°. Paolucci and Chenoweth (1989) found
the flow to be already weakly turbulent at Ra = 4 x 10%,
or Gr = 5.63 X 10%, for natural convection in a closed,
differentially heated cavity of aspect ratio 1. Therefore, it is
reasonable to expect a fair amount of turbulence at the value
Gr = 10%, of the Grashof number based on our definition.
The Grashof number was then increased to Gr = 2 x 10°
and, after a very long sequence of decaying oscillations in
the mean flow variables, the numerical solution converged
to steady state. The amount of turbulence increased further
and the value of the eddy viscosity was v*,,, = 53.6. For
Re = 2000, the values of Gr were incremented as shown in
Table 2 and the corresponding amount of turbulence was
found to increase as shown on the same table.

The streamlines for Re = 1000 and 2000 and for two values
of the Grashof number in each case, are shown in Figs. 2 and
3, respectively, One may observe in these figures that, at these
high values of both Re and Gr there is a shift of the maximum
stream function toward the right vertical wall, compared to
the laminar results (Papanicolaou and Jaluria, 1990). Both the
recirculation due to buoyancy and the forced flow now carry
higher levels of momentum, which are transferred toward the
outflow. Near the outflow, both flows impinge on the right
vertical wall and this is where most of the turbulence is gener-
ated, as will be shown later. When buoyancy dominates, at large
values of Gr/Re? the location of the maximum stream function
appears to move higher and the external flow becomes almost
horizontal, without being able to penetrate towards the bottom.

The isotherms, for the same values of Gr and Re as in Figs.
2 and 3, are shown in Figs. 4 and 5. The patterns are qualitatively
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similar to those found for laminar flow (Papanicolaou and Jalu-
ria, 1990). In the region of the interaction between the buoy-
ancy-induced flow from the source and the external forced flow,
a stratified layer at a relatively low temperature develops at
about X = 3. Along the heat source, a thermal boundary layer
is clearly observed, with a thickness that is smaller than in the
laminar case, since the value of Gr is now larger. As Gr in-
creases, both the thermal boundary layer over the source and
the thermally stratified horizontal layer become thinner and the
temperature gradients increase. In the closed cavity problem,
such as that studied by Markatos and Pericleous (1984 ), Henkes
(1990), and Nobile et al. (1990), this thinning of the boundary
layers along the heated and the cooled walls with an increase
in the Rayleigh number has been clearly demonstrated, accom-
panied by an almost stagnant, thermally stratified core, In the
present case, the incoming forced flow does not allow for such
an orderly stratification to develop, but a more distorted iso-
therm pattern is present instead. The isotherms tend to become
almost horizontal near the bottom of the cavity, as Gr increases.
The corresponding values of the dimensionless temperature
decrease with Gr. However, the actual values increase, if one
considers the product ¢ X Gr, which is proportional to the
physical temperature excess over the inlet (ambient) tempera-
ture (T — T;).

Transient Results. The evolution to steady state of all vari-
ables follows the pattern shown for the two typical quantities, b
Kax and v, and for Re = 1000, Gr = 10® in Fig. 6. Steady ( )

------

o S
]

i ¥ I
0.0 1.0 2.0 3.0 4.0

Fig. 3 Calculated streamlines for Re = 2000 and (a) Gr/Re? = 25; (b)
Gr/Re? = 125

state is always attained through a long sequence of gradually
decaying, periodic oscillations. Unfortunately, there are limita-
tions on the time step due to both numerical and physical con-
straints and the number of time steps required for steady state
cannot be kept very small. A physical constraint has been sug-
gested by Thompson et al. (1985), according to which the
dimensional time step is constrained by:

-1/2
Ar = (gﬁ g‘)
Oy

(16)

where 07/0y in their study is the vertical temperature gradient,
This criterion is due to the presence of internal gravity waves
in the cavity during the transient state. These have to be damped
out before steady state can be attained. Henkes (1990) sug-
gested a different form of the same criterion, where the period
7pv Of the Brunt-Viisild waves is taken as the upper bound for
the time step. However, there are also additional limitations due
to numerical stability considerations, which require a time step
several times lower than the value of T4,. It was finally found
that, at the chosen values of the Reynolds number Re = 1000
and 2000, the time step could not be higher than 2 X 102 and,
sometimes, it had to be reduced to 5 X 1073. As either one of
J the Grashof or the Reynolds number increases, the time required

T I I I

0.0 1.0 2.0 3.0 4.0 for steady state also increases. Generally, steady state is attained
Fig. 2 Calculated streamlines for Re = 1000 and (a) Gr/Re? = 100; (b)  in the range 7 = 600—1800, for the Re and Gr values considered
Gr/Re? = 200 here.
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Fig. 4 Calculated isotherms for Re = 1000 and (a) Gr/Re? = 100; (b)
Gr/Re* = 200

1
0.0

Turbulent Quantities—Selected Profiles. Typical con-
tours of constant eddy viscosity v, are shown in Fig. 7 for
Re = 2000. This figure shows that much of the turbulence
develops at the upper part of the right vertical wall. This is
where the buoyancy-induced flow from the source, reinforced
by the forced flow, impinges on the right side wall and tends
to generate turbulence, whose level increases with an increase
in Re and Gr, as the impingement becomes gradually more
violent. The same trends were observed in the corresponding
contour plots at Re = 1000.

Our values of K and E were compared to the corresponding
values reported in studies dealing with the more familiar prob-
lem of natural convection in a closed cavity (Fraikin et al,,
1982). Taking into account the differences in the nondimen-
sionalization and with K, E, as the dimensionless values in the
natural convection problem and K,,, E,, the corresponding val-
ues in the mixed convection problem, it was found that: K, =
16 Re?K,,, E, = 256 Re*E,,. Therefore, at Re = 1000 and Gr
= 10°%, for instance, where K, = 0.212, the same value in
natural convection scales is equal to 3.392 X 10%, which is one
order of magnitude higher than the corresponding value of K.«
found by Fraikin et al. (1982) at Gr = 10®. Our values of
v ¥ are also an order of magnitude higher. Gr = 10® was the
highest Grashof number considered in their study, and since
their results were claimed to be in the transition regime, one
may conclude that our results extend beyond the transition re-
gime and, at least for the highest values of Gr considered at

Journal of Heat Transfer

each Re, our results lie in the fully turbulent regime. The main
results of interest, for all the values of Gr and Re, are summa-
rized in Table 2.

The computed velocity profiles for various values of Gr and
Re are shown in Fig. 8, at X = (3)H*, downstream of the heat
source. For two of the profiles shown, one at Re = 1000, Gr
= 10® and the other at Re = 2000, Gr = 5 X 10®, corresponding
to high values of Gr/Re?, 100 and 125, respectively, the flow
is seen to be upward along the left vertical wall, where buoyancy
dominates, and downward near the right vertical wall. When
the forced flow dominates (at low values of Gr/Re?), the flow
is upward over both walls at the same coordinate X. In Fig. 9,
the temperature distribution along the vertical midplane is
shown, for the same values of the parameters as in Fig. 8.
For Gr = 108, the distribution for Re = 1000 and 2000 in
dimensionless values # can be directly compared. It is observed
that higher temperatures develop for Re = 1000 than for Re =
2000 at the vertical midplane. A shift in the location of the
maximum temperature to larger values of X with increasing Gr
is also observed.

Heat Transfer Results. The results for the heat transfer
from the source are expressed in terms of the mean Nusselt
number Nu,, as defined by Eq. (15). In order for this to be
valid, it was always checked that the first grid point lay in the
viscous sublayer, especially along the left vertical wall where
the heat source is mounted. The viscous sublayer generally

Q..
-

3.0

1.0

0.0

4.0

3.0

(6)

2.0

1.0

0.0

1 U U
0.0 1.0 2.0 3.0

Fig. 5 Calculated isotherms for Re = 2000 and (a) Gr/Re* = 25; (b)
Gr/Re? = 125
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Fig. 6 Evolution to steady state of the maximum value of the turbulent

kinetic energy K., and the eddy viscosity v/ n., for Re = 1000 and Gr
= 10® (Gr/Re? = 100)

extends up to y* = 11.5 (Henkes, 1990), but for natural convec-
tion this limit is as low as y* ~ 4, as shown by Humphrey and
To (1986). Our first grid point from all horizontal and vertical
walls did not have a value of y* greater than 6.5, while in most
cases the condition y* = 3 was satisfied. The values of Nu, are
plotted against Gr/Re? in Fig. 10, both for laminar and turbulent
flow, at Reynolds numbers 1000 and 2000. The transition from
the laminar to the turbulent regime and the corresponding range
of Gr/Re?is clearly seen in Fig. 10. For both Reynolds numbers,
the variation in the laminar regime is almost linear for Gr/Re*
> 0.1 and at the transition there is a departure from linearity
to higher values of Nu,, before the turbulent regime is attained.
In this regime, the variation of Nu, is again linear. A correlation
of the form:

Nu, = a Gr” Re* (17)

was sought, based on the numerical results at Re = 1000 and
2000. The best fit was found at values: a = 0.134, b = 0.26, ¢
= 0.06. In order to show the variation in terms of Gr/Re?,
Nu, is divided by Re®* and the following correlation is finally

obtained:
0.26
=0.134 ( G—r,)
Re

This has an overall correlation coefficient of 0,995, which shows
that the fit is very good, at least in the parametric ranges consid-
ered (Table 2). This correlation is shown in graphic form in
Fig. 11, where it can be seen that dividing by Re®® makes
the data collapse into the same straight line for both Reynolds
numbers. For a more accurate estimate of the effect of the
Reynolds number over a wider range, additional values of Re
are needed.

Unfortunately, there are no available experimental or numeri-
cal data for the effect of Re in a configuration that closely

Nu,
Re®%

(18)
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Fig. 7 Calculated values of the eddy viscosity for Re = 2000 and (a)
Gr/Re? = 25 (/e = 8.9); (b) Gr/Re? = 125 (p s = 57.6)

resembles ours. Most of the available experimental data are for
the limiting case of natural convection in closed cavities and
mainly for aspect ratios height/width greater or equal to 5.
However, the effect of Gr found in such studies is very similar
to the present one. Fraikin et al. (1982) found a Gr®* depen-
dence of the mean Nusselt number over the hot wall of their
cavity, in agreement with their experimental results. This was
taken as valid in the range Gr = 6 x 10°-10*, which they

-
b-
]

Fig. 8 Vertical velocity U profiles at X =

{8)H* for varlous Grashof and
Reynolds numbers
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Fig. 9 Temperature distribution at the vertical midplane for various
Grashof and Reynolds numbers

claimed was in the transition regime. Markatos and Pericleous
(1984) studied natural convection in a closed cavity with adia-
batic walls and found a Gr**” dependence in the range 10° <
Ra = 10'* and a Gr®** dependence in the range 10'* < Ra =
10'®, In the results of both Fraikin et al. (1982) and Markatos
and Pericleous (1984 ), the cavity had an aspect ratio of 1 and
the Grashof number was based on the total height of the cavity,
The results of Hanjalic and Vasic (1990) also confirmed a 3:
power law for the variation of Nu with Ra at values Ra >
10" and isothermal heating, but reported previous experimental
data that showed lower exponents, for different heating condi-
tions.

In general, for isothermally heated, closed cavities the values
reported for the exponent lie in the range 0.24-0.33. In this
study, the corresponding value was found to be within the same
range (Eq. (18)), which gives additional confidence in the
numerical model used. The agreement can be attributed to the
fact that the heat transfer from the source still takes place within
a natural convection boundary layer, although discrepancies are
expected due to the constant heat flux condition at the source
and the different temperature distribution in the core of the
cavity.

Grid Refinement. The number of grid points used in this
study is in general comparable to what has been used in most
of the previous studies on turbulent natural convection already

o0
=1 ©= Re=1000, lamninar flow
1 D= Re=1000, turbulent flow
1 &= Re=2000, laminar flow
| wm=Re=2000, turbulent flow
4 7,
1]
ze 5
- ]
] !
] |
g
=N

SRALLLLL LI e L I L Bl LA e |
10' 107 10° 10" 120' 100 1wt 10
Gr/Re

Fig. 10 Varlation of the mean Nusselt number at the source with
Gr/Re?, for laminar and turbulent flow, at Re = 1000 and 2000
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Fig. 11 Varlation of the mean Nusselt number at the source with
Gr/Re? for turbulent flow, along with the correlating equation based on
the results for Re = 1000 and 2000

referenced, especially for cavities of aspect ratio 1 and with the
high-Re form of the K—E model employed. The effect of the
grid dimensions was also checked on a finer grid, 51 X 64,
with 51 X 51 nodes inside the cavity, for one of the cases
considered, Re = 2000 and Gr = 10°®, The first grid point was
maintained at the same position from the solid boundaries as
before, since the viscous sublayer was not meant to be resolved
in this version of the model. When the maximum values of the
main mean-flow quantities were compared, the difference was
3.6 percent in ¥, 4.8 percent in the maximum heat source
temperature 6, .., 4.1 percent in Uy, 6.2 percent in V,,,,, and
0.2 percent in the mean Nusselt number from the source. This
was found quite satisfactory, when the difference in the compu-
tational effort required between the two grids was considered.

Conclusions

Turbulent convection in a two-dimensional, square cavity
with a localized, constant-heat-flux source was simulated nu-
merically. Mixed convection arises as the buoyancy-induced
flow from the source interacts with an externally induced cold
throughflow. The turbulent flow variables first attained values
of significant magnitude for Gr/Re® = 25 at Re = 1000 and
for Gr/Re? = 12.5 at Re = 2000. In the former case, however,
the mean values exhibited oscillatory behavior, which suggests
that the flow might still have been in the transition regime. Most
of the turbulence developed near the right vertical wall of the
cavity, opposite to the location of the heat source and near the
outflow opening. The production of turbulence at that location
was predominantly due to shear, while a small amount was
generated due to buoyancy, along the left vertical wall, right
above and in the thermal boundary layer of the heat source.
Correlating equations for the heat transfer rate were derived.
The average Nusselt number from the source was only slightly
affected by the Reynolds number and was found to vary as
Gr®*, which is close to the numerically and experimentally
derived correlations for pure natural convection in closed cavi-
ties.
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Combined Buoyancy and
Pressure-Driven Flow Through
a Shallow, Horizontal,
Circular Vent

Combined buoyancy and pressure-driven (i.e., forced) flow through a horizontal
vent is considered where the vent-connected spaces are filled with fluids of differ-
ent density in an unstable configuration {density of the top is larger than that
of the bottom). With zero-to-moderate cross-vent pressure difference, Ap, the
instability leads to bidirectional exchange flow between the two spaces, e.g., as
in the emptying from the bottom of a liquid-filled can with a single vent opening.
For relatively large Ap, the flow through the vent is unidirectional, from the high
to the low-pressure space, e.g., as is the case when the can has a large enough
second vent at the top. Problems of a commonly used unidirectional orifice vent
flow model, with Bernoulli’s equation and a constant flow coefficient, C), are
discussed. First, the orifice model does not predict bidirectional flows at zero-to-
moderate Ap. Also, when Ap exceeds the critical value, Apg., which defines the
onset of unidirectional or ‘‘flooding'’ flow, there is a significant dependence of
Cp on the relative buoyancy of the upper and lower fluids (i.e., Cp is not constant ).
Analysis of relevant boundary value problems and of available experimental data
leads to a mathematical vent flow model, which removes the problems of the
orifice flow model, The result is a general algorithm to calculate flow through

L. Y. Cooper
Building and Fire Research Laboratory,
National Institute of Standards and

Technology,
Gaithersburg, MD 20899

shallow, horizontal, circular vents under high-Grashof-number conditions.

Introduction and Background

Consider the flow through a horizontal vent where the fluids
in the vent-connected spaces near the elevation of the vent are
of arbitrary density. Assume that in each space, away from the
vent, the environment is relatively quiescent with pressure well
approximated by the hydrostatic pressure. As in Fig. 1, desig-
nate the spaces as Top and Bottom and let the subscripts T and
B, respectively, refer to conditions in these spaces near the vent
elevation, but removed far enough laterally so that variations
to the quiescent far-field environment, due to vent flows that
may exist, are negligible. V; and V are volume flow rates
through the vent from top to bottom and bottom to top, respec-
tively. The flow is determined by the vent design, i.e., shape
and depth, L; densities, pr and pp; and cross-vent pressure
difference

Ap = py — pL=0; py = max (pr, pp);
(1)

The subscripts H and L will always refer to the conditions
on the High and Low-pressure sides of the vent, respectively.
When Ap = 0, the high/low-pressure designations are arbitrary.
In cases where gas flows are involved, Ap is assumed to be
small compared to p; and pr.

Aplp < 1; (2)

The objective of this work is to develop a mathematical model
for predicting, for arbitrary specified p; and py, the rates of

pi. = min (pr, ps)

F=(py+ p)I2 = (ps+ pr)l2

Contributed by the Heat Transfer Division and presented at the ASME Interna-
tional Mechanical Engineering Congress and Exhibition, Chicago, Illinois, No-
vember 6-11, 1994, Manuscript received by the Heat Transfer Division May
1994, revision received November 1994, Keywords: Fire/Flames, Mixed Convec-
tion, Natural Convection, Associate Technical Editor: Y. Jaluria.

Journal of Heat Transfer

flow through the vent under conditions involving unstable con-
figurations, where

Ap=pr—ps>0 (3)

With zero-to-moderate Ap, the instability leads to bidirectional
exchange flow between the two spaces (Taylor, 1950; Epstein,
1988; Brown, 1962; Epstein and Kenton, 1989; Tan and Jaluria,
1991). As flows enter the upper and lower spaces they are
upward and downward-buoyant, respectively, and they rise and
fall as plumes to the far field. For relatively large Ap, the vent
flow is unidirectional, from high to low pressure. Sufficiently
deep into the low-pressure space, the flow is dominated by
buoyancy forces, continuing to the far field as a buoyant plume.
Photographs of the far-field plume flows are presented by Tan
and Jaluria (1991) for both the bidirectional and unidirectional
flow regimes.

Only quasi-steady features of the flows being studied will be
discussed and analyzed. Thus, even when the flows are fluctuat-
ing, it is assumed that time scales that characterize their fluctua-
tions are small compared to characteristic times of a particular
applications problem of interest, and that meaningful time-aver-
aged flow characteristics can be established.

The Standard Vent Flow Model and its Shortcomings.
There is a simple, effective model for estimating the flow
through both horizontal and vertical vents, which is typically
used in zone-type model simulations of compartment fire phe-
nomena (see, e.g., Mitler and Emmons, 1981; Tanaka, 1983;
Cooper and Forney, 1990; Cooper, 1990). The model, referred
to here as the standard model, uses a unidirectional orifice-type
flow assumption with Bernoulli’s equation and a constant orifice

. flow coefficient, Cp, to compute the rate of flow through the

vent (Emmons, 1988; Cooper, 1989). For a vertical vent, the
cross-vent hydrostatic pressure difference (generated by stably
stratified environments in the vent-joined spaces ) and, therefore,
the predicted cross-vent flow flux generally varies with eleva-
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Fig. 1 The basic horizontal-vent configuration

tion, i.e., from the top to the bottom of the vent. However, for
horizontal vents the situation is much simpler in that the cross-
vent pressure difference, Ap, and, therefore, the cross-vent flow
flux is predicted to be uniform along the entire vent opening.

There is a basic problem with the standard model in the case
of horizontal vents since it always predicts unidirectional flow,
i.e., for any Ap :

Vn = lr;’u,s*r = CnAv(2AP"PH)”2: VL = VL,ST =0 4

where: V5 and V, are net volume flow rates through the vent
from the high to low pressure and from the low to high-pressure
side of the vent, respectively; Ay is vent area; and the subscript
ST refers to predictions of the STandard model. This flow de-
scription seems reasonable, except for the incorrect prediction

Nomenclature

that there will always be unidirectional flow when Ap # 0, and
that the flow is zero when Ap = 0.

To illustrate this, consider a condition of near-zero Ap, and
assume that p, > py, €.g., the vent joins a relatively small-
density environment below from a relatively high-density envi-
ronment above. Such a scenario involves a state of hydrody-
namic instability, where a two-directional exchange flow devel-
ops and where a unidirectional description of the flow is always
invalid. The situation is illustrated by a common experiment
involving the emptying from the bottom of a liquid-filled can
with a single vent opening or of a liquid-filled bottle. In both
cases, a thin sheet of plastic across the opening will maintain
the system in a static state (Ap = 0 across the interface). But
the hydrostatic system is unstable, and removal of the plastic
sheet leads immediately to emptying of the vessel by means of
simultaneous, identical-flow-rate, cross-vent exchanges of lig-
uid from above and air from below.

The Mixed Flow Regime. The relevant fluid-dynamic in-
stability for unbounded horizontal interfaces has been studied
theoretically by Taylor (1950). For the unstable configuration
and for an experimental configuration that intrinsically leads to
Ap = 0 (a tank divided by a horizontal partition with a vent,
where the upper and lower spaces are filled with incompressible
fluids of relatively high and low density, respectively), Epstein
(1988) established a correlation of exchange-flow-rate data
from salt-/fresh-water exchange-flow experiments. Also,
Brown (1962) established heat transfer correlations from analo-
gous hot-air/cold-air exchange-flow experiments.

For any unstable arrangement of densities, if Ap is small
enough, there will be a bidirectional or exchange flow through
the vent. However, if Ap is large enough the vent flow will be

Ay = vent area
Cp, = vent flow coefficient,
Eq. (4)
CD,HS! Cu_oc = Cﬂ Of HESkeS(ad and
Spaulding (1989); at
large Re = 0.6
et eh= p,for Problem N
Cy' at onset of flood-
ing
C, = specific heat at con-
stant pressurc
D = characteristic span of
vent opening, diameter
Frys = Froude number of
Heskestad and Spauld-
_ _ ing (1989), Eq. (9)
Fr ,‘.,N" , Fr im = Froude numbers for
P I_’r(()J!\?)lem N, Eq. (18)
Fr gy = Fry * at onset of
_ Nooding
Gr; Grys; Gr = Grashof number; Gr of
Heskestad and Spauld-
ing (1989); Eq. (15)
g = acceleration of gravity
k = thermal conductivity
L = depth of vent
M = Eq. (36)
my = for N = 1: Egs. (38) -

pi p™; p*'™ = pressure; p for Prob-
lem N; dimensionless

p™, Eq. (14)
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P Pri p = far-field p on high-,
low-pressure side of
vent, near the vent ele-

_ vation; Eq. (2)
Pr = Prandtl number, Eq.
(15)
R = gas constant
T; T™); T#'™ = ahsolute temperature;
T for Problem N; di-
mensionless TV, Eq.

(14)
Ty, Ty = far field T in top, bot-
_  tom space
T = Eq. (10)

v g™ = velocity for Problem
N; dimensionless
. U™ Eq. (14)
V exax = maximum exchange
flow rate
Ve =V at onset of flooding
Vi Ve = net volumetric flow
rate from high to low-
pressure side of vent;
V  for the standard
model
V.: Vo = net volumetric flow
rate from low to high-
pressure side of vent;
V. for standard model

w(N), v (N) * y
Vo' V,,_“_ =Vu V}.".FL for Problem

N
Vi Vi = Eq. (5); V for Prob-
lem N
V¥ = v, for Problem N
x ™. x ¥ = Cartesian coordinates
for Problem N; dimen-
sionless X ,-(N}, Eq.
Ap =Ea, (1)
App: Ap'y’ = Ap at onset of flood-
ing; App for Problem
N

AT = Eq. (12)
Ap =Eq. (3)
¢ = dimensionless Ap,
AT, Eq. (15)
13 B = dynamic viscosity; Eq.
(10)

1/ = kinematic viscosity
IT; 1YY’ = dimensionless Ap, Eq.
(15); dimensionless
Apl, Eq. (20)
pi p™; p*' ™ = density; p for Problem
N; dimensionless
o™, Eq. (14)
prs pay p = far-field p in top, bot-
tom space; Eq. (15)
ay, o, = Egs. (26) and (29)
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unidirectional. Indeed, there will always be a value Ap = Apg;,
denoted as the critical or flooding value of Ap, which separates
a unidirectional or FLooding flow regime (for Ap = Apg),
where V, = 0, from a mixed flow regime (0 = Ap < Apg),
where V; > 0, V, being the above-mentioned exchange flow,
Also, associated with any Ap;, value is a corresponding volu-
metric flooding flow rate, denoted by V .

Epstein and Kenton (1989) extended the work of Epstein
(1988) to Ap # 0. They studied the mixed flow regime with
salt/fresh-water experiments, measuring flow rates and V1,
but not Ap. Tan and Jaluria (1991) carried out similar experi-
ments, measuring Ap directly, However, the major focus here
will be on large-Gr-driven turbulent flows, and, as will be
shown, it seems that the latter experiments, carried out with
relatively small-D (D = 0.0127 m) vents, involved relatively
small Gr and laminar or transition flows.

Let V y denote the Net volume flow rate from the high to the
low-pressure side of the vent.

Vw=Vy=V, =0 (5)
This is the forced or pressure-driven part of the flow. At one
end point of the mixed flow regime, Ap = Apy,. There, V, =
0, i.e., the exchange flow phenomenon vanishes, and V, = V),
= Vy s At the other end point, Ap = (. There, the buoyancy-
driven part of the flow, V, reaches the MaXimum EX change
flow rate, V gy ux, where, in the case of incompressible nondiffu-
sive flows, continuity considerations require that V, = 0, i.e.,
Vi =V, = Ve It is assumed here that the latter Ap = 0
conditions even hold for cold-gas-over-hot-gas systems, This is
consistent with the assumption that any effects of diffusive
transport that may lead to significant variations in density are
removed from the region of the vent and are mainly found in
the plumelike flow regions above and/or below the vent.

In view of the above, the standard model vent flow descrip-
tion of Eq. (4) must be modified as follows: There is a mixed
flow regime, defined by 0 < Ap = Apjy, where V., = 0. In
this regime

vﬂ(AP =0) = V.'sxmx = VHS "}H(AP = App,) = VH.H. (6)
"}L(AP = QP.*':.} =0= V_:, = Vf,(ﬂp =0)= VEX,MX (7)

Plots of V4, V., and Vy in the mixed-flow regime, consistent
with Egs. (5) —(7) and for the arbitrarily selected value, V sx px/
Vo = 0.3, are sketched in Fig. 2.

The Unidirectional Flow Regime and the Significant De-
pendence of C;, on Relative Buoyancy. In addition to the
difficulties of using the standard flow model in the mixed flow
regime, there is also a problem in the unidirectional flow regime.
In particular, use of a fixed value for Cp, denoted here as Cp
= 0.60 (Perry, 1949) and associated with the orifice coefficient
for high-Reynolds-number flows through an orifice joining two
regions of like fluids, is generally invalid. (Note that 0.68 rather
than 0.60 has been recommended by Emmons (1988) for gen-
eral use in buoyancy-driven vent flows and that this has typically
been used in zone fire model vent flow calculations.)

Using fire-generated hot/cold-air experiments and unstable
horizontal vent configurations with high pressure at the top, it
has been shown by Heskestad and Spaulding (1989) that, until
Ap > Apy, there is a significant dependence of C, on the
relative buoyancy of the cross-vent environments, e.g., com-
pared to Cp .. = 0.60, they measured Cp, at the flooding condi-
tion, Cp ., to be in the range 0.15-0.21.

The fact that there is a difference between Cj, for stable and
unstable configurations is not surprising. For example, consider
expected differences in the entrance flow near the vent, and
their effects on Cp, for the two cases: (1) a less-dense fluid,
below, penetrating a more-dense fluid, above (unstable), and
(2) a more-dense fluid, below, penetrating a less-dense fluid,
above (stable). In the former case, the entering fluid will tend
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Fig.2 Sketch of Viy/Vie, - = —; Vo/ Vg, === and Vy/Viy e —, as func-

tions of Ap/Apg in the mixed flow regime for the arbitrarily selected
value, Vex wx/ Vis = 0.3

to rise from the vent to the upper space in a buoyant plume,
whereas in the latter case the entering fluid will rise to a maxi-
mum elevation, move outward and downward to the bottom of
the upper space, and continue its outward movement there, away
from the vent opening, as a radial *‘floor jet.”’

For shallow (i.e., small L/D) circular vents of length L, L/
D = 0.011 data of Heskestad and Spaulding (1989) indicate a
smooth dependence of Cp, on the relative buoyancy as expressed
by Froude number (below, the subscript HS refers to the names
Heskestad and Spaulding). From these data and from other
considerations, Heskestad and Spaulding (1989) conclude that
for unidirectional flow

Cpus = Cpus(Frug, Grys):,  lim Cppus = Cp  (8)
Fryg—=
Frys = (Vu/A)/[2gD(pr — pu)lpr]'"%;
Grys = gprpr — PB)D"J(QEQ (9
p=wT);, B=uwT); T=(Tr+T)/2 (10)

Equation (8) indicates a general dependence of Cjys on
Grys. However, for the shallow circular-vent data of Heskestad
and Spaulding (1989) (Grys of the order of 107), Cp, s Was in
fact insensitive to changes in Grys and no systematic variation
of Cp s on Grys was observed. Included in the data of Heskes-
tad and Spaulding (1989) are specifically determined values at
the flooding condition. For shallow circular vents, these latter
data will be seen below to augment the flooding data of Epstein
and Kenton (1989).

Results of Heskestad and Spaulding (1989) include limited
data on each of several vent designs other than shallow circular
vents. These data indicate that orifice coefficient representations
analogous to Eq. (8) can likely be established for vent designs
other then shallow circular vents. In this regard, reliable results
will require additional testing.

Representing Flow Rates as “Explicit Functions of Ap.
The objective of this work is a model for unidirectional and
mixed flow regimes in unstable configurations, where the high
pressure is either at the top or bottom and where flow rates are
given as functions of Ap. As mentioned, the Heskestad and
Spaulding (1989) study provided data for flow rate versus Ap,
but only for unidirectional flow with high pressure at the top.
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(b)

Fig.3 (a) Configuration 1 and (b) Configuration 2 illustrating conditions
associated with boundary value problems 1 and 2, respectively

Also, in the mixed flow regime, flow rates, but not Ap, were
measured by Epstein and Kenton (1989). To establish the de-
sired dependence of flow on Ap for the mixed flow regime,
other considerations will be required in addition to the data.

The development of the flow model will be based on theoreti-
cal considerations of the relevant boundary value problems and
on the above-mentioned data. Theoretical considerations will
be presented in the next section. Following this, the sequence
of model development will be: establish estimates for the onset
of unidirectional flow, i.e., the flooding flow conditions; com-
plete the model for the unidirectional flow regime; and develop
the model for the mixed flow regime.

Flow Dynamics for Unstable Configurations: Theoret-
ical Considerations

An unstable configuration with py = py > py = p,, ie,
net flow from top to bottom, is designated as Configuration 1.
Similarly, an unstable configuration, but with ps = py > pr =
P, i.e., net flow from bottom to top, is designated as Configura-
tion 2. The configurations are sketched in Figs. 3(a) and 3(b).

The Boundary Value Problems. Boundary value prob-
lems associated with Configurations 1 and 2, where the top and
bottom spaces are filled with the same ideal gas, are discussed
by Cooper (1993). These are identified as Problems 1 and 2,
respectively. In the formulation of these problems, the Eq. (2)
assumption leads to the approximation

(11)

where R is the gas constant and temperatures 7y and Ty corre-
spond to specified py and py through Eq. (11). With the con-
straint of Eq. (3), Eq. (11) leads to the expected result

AT=Ty;—Tr>0 (12)

Note that Eq. (11) is a good approximation if (Cooper, 1993)
Apg|Xs|/ip <1

and that Eq. (13) is always satisfied in practical problems, e.g.,

pT = const = peTy = pgly = PIR

throughout the region of interest (13)
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ventilation of heated/cooled spaces and spread of smoke (i.e.,
fire-heated and -contaminated air) during fires in multiroom
facilities.

Designate the dependent variables, velocity, pressure, den-
sity, and temperature, for Problem N, N = 1 or 2,as U\, p™,
p™, and T™, respectively. Then, through the equations of
conservation of mass, momentum, energy, and the modified
equation of state, Eq. (11), all of these variables are found to
be functions of the coordinates, X \'; the temperature-depen-
dent material properties, C,(T'), k(T'), and u(T'); and the speci-
fied parameters of a particular problem of interest.

Problems 1 and 2 are put in dimensionless form by introduc-
ing dimensionless dependent variables:

Problem 1:
U?‘(”: U(-”.I(ngE)”z'
p*¥' M = (p + p— gpXs)/(2g ApD);
p*' M = (plp — D)le; T*'V = (1 - TIT)/e
Problem 2:

U:HZ) s Uv:Z)f(ngE)HZ;
p*'® = (p — p— gpXs)l(2gApD);
pH® = (L= plp)le; T*'® =(TIT=1e  (14)

Neglecting pdV work and viscous dissipation in the energy
equation, it has been shown by Cooper &1993) that the variables
of Eq. (14) are functions only of X *™ and the parameters €,
I1, Gr, and Pr, where'

XM xp e = Aplp = ATIT < 2

P = (pr+ pp)l2 (15)
I1 = Ap/(4gApD); Gr = 2gD|e|/[(T)/p1%
Pr= C,(T)(T)/k(T)
Thus, for example,
ur™ =ur®™xr"; 1, ¢, Gr, Pr) (16)

In addition, it was shown that replacing ¢ by —¢ in Problem 1
leads to Problem 2, and replacing ¢ by —e¢ in Problem 2 leads
to Problem 1. This reflection-type relationship in the parameter €
between the two problems implies a corresponding relationship
between their solutions, e.g.,

UFO X I, 26, Gr, Pr)
= U x ¥ 11, 7, Gr, Pr) (17)

where similar equations can be written for the p*' ™, g%/
and T*'™, Below, Eq. (17)-type relationships will be found
to be very useful in combining analyses and correlations of
previously published data from a mix of different Configuration
1 and 2-type experiments. Also, the reflection relationship is
consistent with the necessary result that, for limiting small val-
ues of €, when the Boussinesq approximation is valid, Problems
1 and 2 become identical, and the flow phenomena represented
by the two Problems are mirror reflections of one another in
the X; = 0 plane.
ForN=1or2, V' and V" can be calculated, in principle,
from integrals of U$" over the area of the vent, i.e., at X{¥ =

! Since ¢ > 0, the absolute value designation for ¢ is unnecessary here. However,
it will be useful in later applications of Eq. (15). A similar note is relevant below
in the presentation of Eqgs. (31) and (37).
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Table 1 Results derived from the Configuration-1 experimental data of
Heskestad and Spaulding (1989) for flow through a 9 0. 153 , LID =
0.011 circular vent, and from Eqs. (22) and (24) for Fr . and IT} raspsc-

tively

il e B om o) &M RO i, g o
bl ps; 0218 0801 Dass  zeepio!) 0924 0.261 110
ss®!  0sse 0243 0532 0488 349(107) 1.02 0.314 0923
56! 0282 0188 0467 0148 4.64(107) 0810 0.243 124
s o3 oz o2 0188 ATaDT) 105 0329 0.801
80 0474 0238 0488 0198 408107 1.04 0,328 0,500
61 0260 0248 0382 0214  4.88(107) 1.23 0.356 1.04
™ o521 o028 0657 0478 299(107) 110 0208 121
s34 o521 04y 0708 0318 2e6(107) 203 0,527 1.30
s34 o521 0681 0848 0400 zeS(10T) 283 08T 158
a4 0821 0014 0111 0434  299(107 348 0723 204
8 osn o0se1 0831 0328 2ee(0T) 197 0.543 118
55 osse 0262 0455 0219 34e(10T) 110 0,366 0790
s n2e2 0342 0803 0235 asai0]) 167 0382 150

{1} Bee TABLES [Il and VI of Heskestad and Spaulding (1989),

{2)  Identifled by Heskestad and Spaulding (196%) aa the fiooding condition, Le., the Fri"
values for this datum point are Fri'h T3, and ci'), respectivaly, w

{3} ‘Sama fuel and fusl flow rate as Test Condition 54,

11, and c§"

{4} Ty and Ty Bre not § by and 9 (1988); s ihare that the values of
thase were the umv as the values mesaured in tha ulm test, Le., the same fusl and fus flow rate, bt
at flooding conditions.

{8} Cp, = 080 Is rom Perry (1949); Fr{'}, and 11f" are from Eqe. (22) and (24), respactivaly,
1€} In calculating Br from Eq. (15}, kinematic viscosity, »(1) = u(f)(3, Is from Hilsencath (1955)
(T} = [0.04128(TKP 0TI + 110.4))mfs

0. Dimensionless flow rates are then defined in terms of the
following Froude numbers, which also satisfy Eq. (17)-type
relationships (Cooper, 1993)

Fri(I1, ¢, Gr, Pr) = (V. 1Av)/(2gDe) "',

Eri¥™(11, ¢, Gr, Pr) = (V{V/Ay)/(2gDe)'?  (18)

Unidirectional Flow

The Flow Coefficient and the Large-Gr Assumption.
The C,, of Eq. (4) remains useful for unidirectional flow regime.
Using Eqgs. (15) and ( 18) in this leads to the following definition
of C{", which also satisfies an Eq. (17)-type relationship

cY = ¢y, e, Gr, Pr) = [(pu/p)/(4T1)]?Fr iy s
1+e/2,N=1
1 ~e/2,N=2

11m C

Fr" —m

=Cp=y pulp = (19)

Cp is for a particular vent design and would generally vary
from one design to another, e.g., shallow circular versus shallow
square vents. Unless noted otherwise, the remainder of this
work focuses only on turbulent, large-Gr flow through small-
L/D circular vents, where ‘‘small-L/D’’ means, approXi-
mately, L/D < 0.10, and where the “‘large-Gr’’ terminology
will be clarified below.

The Flooding Condition

The Region of Turbulent, Large- Gr Flow. For fixed ¢, Gr,
and Pr there is a specific IT, associated with Ap; and d Pending
on N, that leads to flooding. This is designated as 1%, where
(Cooper, 1993)

1§y = 115, (¢, Gr, Pr) = Apy /(4gApD)  (20)
and corrcs;;ondmg values of Fr{m Vi, and C" are desig-
nated as Fr ,f" ,’q , V! H F, , and Cp e respectively.

Journal of Heat Transfer

Heskestad and Spaulding (1989) present data from Configu-
ration-1 experiments with air (Pr = 0.7) in the unidirectional
flow regime. Fr, I1, €, and Gr corresponding to their data are
presented in Table 1. Included are 13 sets of data, where 6 of
these are associated with the flooding condition. [ The theoreti-
cal analysis given above is for perfect gas media and is valid
for the entire range —2 < € < 2. However, for |e¢| < I, when
the Boussinesq approximation is applicable, there is an analogy
between Fig. 1-type problems involving perfect gases and in-
compressible or nearly incompressible liquids. In the case of
small-e problems involving liquids, buoyancy effects that drive
the exchange flows can be the result of temperature differences
or of concentration differences of a solvent. This is the justifica-
tion for use of the salt/fresh-water data (where |e| < 0.2)
of Epstein and Kenton (1989), Tan and Jaluria (1991), and
Heskestad and Spaulding (1989) in the data analyses to follow.|

Flooding conditions were measured in the salt/fresh-water
experiments (Pr ~ 7) of Epstein and Kenton (1989) and Tan
and Jaluria (1991). All small-L/D flooding data from Epstein
and Kenton (1989), Tan and Jaluria (1991), and Heskestad
and Spaulding (1989) are presented in Table 2. The salt-water
experiments involved both Configurations 1 and 2 (referred to
by Ep‘:tein and Kenton (1989) as “‘draining’’ and ‘‘injection’’
experiments, respectively). Slnce Ap was not measured by Ep-
stein and Kenton (1989), 1%, and CDNL are not available for
their data. o o

For these data, Fr if,?—, versus Gr, is plotted in Fig. 4 where
it is seen that Fr LN;-; is relatively insensitive to changes in Gr
in the range 2.99(107) = Gr = 291(10 j) (As will be ex-
plained below, observed variations in Fr} u r1. in this range are
primarily a result of its ge&endence on ¢.) However, there is a
significant increase in Fry ), over the larger-Gr values, for
Gr = 1.42(107), i.e., for the data of Tan and Jaluria (1991).
Using flooding data for square, rectangular, and circular vents,
acquired over a large range of Gr, Fig. 10 of Heskestad and
Spaulding (1989) indicates a similar insensitivity in the depen-
dence of Fr LN}L on Gr for Gr > 2(107) and a similar, relatively
abrupt increase in Fryj, as Gr drops below approximately
2(107). [In computing Gr for the square and rectangular-vent

Table2 Small-L/D data on flooding conditions from Epstein and Kenton
{1989), Tan and Jaluria (1921), and Heskestad and Spaulding (1989)

Referance e Configuration  Pri'}, ar cith R
Number
Haskentad and Spaulding (1989) 0.521 1 0.216 289107 0988 0801
0559 1 0,243 349(10") 0188 0532
0282 1 0.188 4B4(10T) 0,148 D.48T
. 0473 1 o2 araey 0498 D3g2
. 0.474 1 0.238 408[107)  0.198 0.458
0.260 1 0248 468(10") 0214 0382
Epsteln and Kenton (1985) 0.1428 1 o E:Q(OY) (1) (1)
01410 1 oares  s2s(10T) (1} {1}
. 0.13718 2 01832 sAa10T) {1} {1}
. o.1487 1 02087 ss4(10) {1} (N
01339 2 oi78d 48810 (1} (%}
. 0.1458 1 otg28  2@1(10% {1} (1}
. 01328 1 oa7ee  2e8(10% (1} {1}
. 01417 1 01618 284010% {1} (1)
Tan and Jalurla {1681) 0.0459 2 02834 428(10%  0.0060 1638
. 0.0658 2 04383 600(10% 0194 1494
0.0808 2 03463  B.20{10% 0.188 0670
0,1208 2 04132 L10(107) 0218 0783
0.1650 2 03877  141(107) 0220 0880

{1} This value is not avalisble since Ap wes not measured
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0.1 |

H,FL

(1)

Fr,

107 2(107) 108 2(108)
Gr
Fig. 4 Plot of Fr f,'_.'a as a function of Gr for all small-L/D data of Table

2 (O—Epstein and Kenton, 1989; A—Tan and Jaluria, 1991; 0 —Heskes-
tad and Spaulding, 1989)

data of Heskestad and Spaulding (1989), Eq. (15) was used,
where D is replaced by the width of the vent. Of these data,
the one with the largest Gr = 1,54(10'%), is for flooding flow
through a rectangular vent of dimension 2.03 m X 0.91 m.]

Consistent with the above, it is assumed that Gr > 2(107)
defines a range of turbulent buoyancy-driven flows where the
Gr dependence of the governing boundary value problem is
negligible.

This discussion ignores the Pr dependence of Fr! H F, Here it
is reasonable to assume that in the large-Gr range of practical
interest, molecular diffusion effects of Pr variations are negligi-
ble, at least for the approximate range, say, 0.7 = Pr = 7. Then,
for large enough Gr and for at least the latter Pr range, it is
assumed from functional relationships of Eqgs. (18)—(20) that
Frﬁ”, Bry" ; ' and C‘g are functions only of I1 and ¢, and that
Fri¥)., Chr, and IT}; are functions only of ¢, i.e.,

0.3

0.25

0.05 -

0 | A L .
-06 -04 -02 0

€

Fig. 5 Plot of Fr}ix (¢): data of Table 2 (O—Epstein and Kenton, 1989,
[J—Heskestad and Spaulding, 1989); ——, least-squares curve fit of Eq.
(22)

02 04 056
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Fig. 7 Plot of Chr (e): O, data of Table 2;

1 o T i i i L 1

0
-06 -04 -02 O

€

Fig. 6 Plot of the T1}; (¢): data of Table 2; —, least-squares curve fit
of Eq. (24)

02 04 06

For Gr > 2(107): Fri (e, Gr, Pr) = Friym(e);
Fri (11, ¢, Gr, Pr) = Fr (11, €); etc. (21)

The Eq. (21) assumptlon will also be adopted below in the
mixed flow regime. In contrast to this, it is assumed that Gr <
2(107) defines transition and laminar flow reglmes of the prob-
lem, where Gr and possible Pr dependence is important.

Practical vent flow problems of the type of interest here,
e.g., problems related to fire safety and building ventilation, are
typically confined to the large-Gr range, Gr > 2(107). The
remainder of this work focuses only on large-Gr problems, and,
unless noted otherwise, Gr and Pr independence of all the flow
phenomena is always assumed.

™

Tke Functwm' Frie c), nce), a Cpr(e). The
Fr! H ba(e), I1%. (e), and Cy }L(e) data cuf’I‘able 2, obtained from
results of Epstein and Kenton (1989) and Heskestad and
Spaulding (1989), are plotted in Figs. 5, 6, and 7, respectively.

0.256

O
00

,0.15 ] |

e |
Za
O
0.1
0.05 |
0 I L 1 i Il TR | — 1 1 N
06 -04 -02 0 02 04 06
g

—, curve fit of Eq. (23)
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[Tan and Jaluria’s (1991) data do not satisfy the large-Gr crite-
rion of Eq. (21).] Equation ( 17)-type reflection relationships,
applicable to each of the plotted functions, are implemented.
Thus, the data and solution are plotted in terms of the Configu-
ration-1 problem, with Conﬁguration -2 results presented with €
< 0. Also plotted in Fig. 5 is the following least-squares fit of
the Fri;) r(€) data:

Friy e (e) = 0.1754 exp(0.5536¢) (22)

As seen in Fig. 7, C5, data are very sparse, with no entries
for small |e| or e < 0. Also, the data scatter does not provide
qualitative insight on the *‘shape’” of the CL _r function, Until
more data become available, it is therefore reasonable to approx-
imate C D' ]F, (e) as a constant. A possiblc choice is the average
value, 0 1830 However, since C, is defined from Eq. (4), and
since C . entries of Table 2 are derived from the Fri,l;,{e}
and l'I,—L(c) data according to (19) a more appropriate,
constant, representive value for CD ,21_ is the one that provides
a least-squares fit of the l_[FL (€) data, namely

Chrle) = 0.1780 (23)
I1%(e) = Api/(4gApD)
= 0.2427(1 + €/2) exp(1.1072¢) (24)

Equation (24) is plotted in Fig. 6 and Eq. (23) is plotted in
Fig. 7.

In Fig. 6, the sparseness of the available I15,(e) data, espe-
cially with the absence of entrles for small |e| or e < 0, and
the predicted significant l'[” (€) variation of Eq. (24) in the ¢
range of interest, is problematic. Nevertheless, the results of
Eqgs. (22)—(24) are plausible, and they fill a gap where alterna-
tive choices are not available. These results will be used
throughout the remainder of this work.

An Estimate for Cp.
as follows:

CS (1, €)/Cpw = [CHr(€)/Cpa)
X [Frly (1, €)/Fr . (€) )/ [T (e)]'

It is convenient to normalize Eq. (19)

(25)
where, at the two limits of the unidirectional flow regime,

lim C{UIL, €)/Cpw = [Cg_;-;,(e).-“cb_m] = 1/o(¢€);

ey

lim CY(I1, €)/Cpe = 1 (26)
mn';;m—em

To obtain vent flow rate as a function of Ap, it is convenient

to choose the functional form

Fri (Bl = Vie' Viin = f(TUTTRS )

= f(AplApy; €) 27
and to approximate Ci,”(l'[. €)/ Cp as
CHNTT, €)/Cpe = (Frly IFr )/
([Fri'/Frizm) — 1 + 03] + o} — 03} (28)

where Eq. (28) satisfies Eqs (26) and o, = o(€e) would be
determmed from a fit of Cy’ (T1, €)/Cp . data.

C'’/Cp. data for nonflooding conditions include five data
points for € = 0.521 and only single data points for each of two
other €, ¢ = 0.282 and 0.559. Until further data are available, it
is therefore reasonable to approximate o,(€) as a constant, Us-
ing Egs. (23) and (26), and choosing o, as the valllug pl;owdmg
a least-squares fit to Eq. (28) of all available Friy/Fcy LL data,
leads to

Journal of Heat Transfer

0.60/0.1780 = 3.370;
o,(€) = const = 1.045

Usmg Eq. (29), Eq. (2) lotted in Fig. 8 along with
CY (11, €)/Cp.. versus Fry ."Fr,”q_ data of Table 1.

The Model for the Vent Flow in the Unidirectional Flow

o,(e) =~ const =

(29)

gime Equauons (25) and (28) lead to the solution for
Fry' or V,,- for the unidirectional flow regime:
For Ap/Ap%, = TN/, = 1: (30)
Vi =P R
=1 - o} + [0} + ot(Ap/ApE — D]

(88 (1) o) (1
VL .fV” FL = Fr JFFI'HIFL =

where ¢, and o are given in Eq. (29), &pfrlf in Eq. (24), and
V i b, from Egs. (18) and (22), is

Vi = 0.1754(2gD|e|)*Ay exp(0.5536¢)

As required, Eq. (30) guarantees that V( i) FL 1s a monotoni-
cally increasing function of Ap.-"ApFL for Ap/ Apn = 1. [This
is a consequence of the chosen form of Eq. (28).] Also, recall-
ing Eq. (26), Eq. (30) is seen to satisfy the largc-Ap limit,
which is equivalent to the standard Bernoulli orifice flow condi-
tion, i.e.,

(31)

lim  V§'IVih = (Coel Com)(Apl Apil)'* (32)

AplBpgy =

Equation (30) is the model equation result for the unidirec-
tional flow regime. From this, a plot of V“’J’VL‘L VErsus
Ap/Ap ¢, is presented in Fig. 9 together with plots of the Table
1 data and the Bernoulli-flow limit of Eq. (32). From the figure
it can be seen that at the flooding condition the standard Ber-
noulli-flow equation overestimates the expected flow rate by a
factor in excess of 3, and that only after Ap/Ap . exceeds 3
or 4 does the standard model provide flow-rate estimates correct
to within a few tens of a percent.

The Mixed Flow Regime

Boundary Conditions for the Flow Cnm?onents The

following representations for V§’'/Vir, Vi IV, an

Cp,r/Cp, = 0.1780/0.6 = 0.2967 = 1/a

Fru/Fru e

Fig. 8 Plot of C5'/Cy,. versus Frij'/Frijs: —, Eqs. (28) and (29); m,
nonflooding data of Table 1; [J, flooding data of Table 1
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Vi IV i3, as functions of Ap/Ap'; are adopted for the mixed-
flow regime. They satisfx Egs. (5)-(7), and, at the flooding
limit boundary, Ap/ Aph = 1, they join with continuous slope
to the unidirectional flow solutions of Eq. (30).
VWi = (M~ [1+ (M — 1)

X (1= Ap/Ape)]*}I(M = 1) (33)

L2 Wexmx = [(1 + my/2)(1 — Ap/Ap§l)?

— (2 + m/2)(1 = Ap/ApE)1? (34)
VW = VW VIV (35)
M= (cr.f-rrz)2 — 1 =9.400 (36)

where V gy x for shallow circular vents is obtained from Epstein
(1988)

‘.:'m.m = 0.055(4/m)Ay(gD|e|)'"? (37)

and the yet-undetermined value for m, is defined in terms of
the slope of the V| /V i}, plot of Fig, 2

m(€) = (Vi Vexax)d(V 01V )1

d(APIAPE) | apisp=o  (38)

Epstein and Kenton (1989) acquired flow data for circular
vents (L/D = 0.0190 and 0.113) and tubes (0.39 = L/D =
5.0) in a limited portion of the mixed flow regime. These are
reported to have ‘‘experimental uncertainty . . . between 10
and 30 percent,”” Difficulty in acquirinﬁ accurate data close to
the unidirectional flow regime (VL fl;':,'_fq, > 06, 0 =
V" 1Vexmx < 0.1) apparently precluded measurements in this
range.

The € range of the Epstein and Kenton (1989) data is so
narrow (0.12 = e = 0.16) that they cannot be used to determine
¢ dependence of m, that may exist. Accordingly, m, is approxi-
mated as a constant.

Equations (33) and (34) lead to V" /Vexux as a function
of VIV § ... The m, value providing a least-squares fit of this
function to small-L/D data (Epstein and Kenton, 1989) was
found to be

VilVur

Ap/Apg

Fig. 9 Plot of V},"!VEL = l_'-'r,':’fir.'.,'},_ versus Ap!Apf;P = nm,‘;': —

model equation for the unidirectional flow regime, Egs. (29) and (30); -
-~, Bernoulli flow limit of Eq. (32); M, nonflooding data of Table 1; O,
fiooding data of Table 1
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1
0.8 |
%06 o
I
=04 f -
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0.2 |
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0 02 04 06 08 1
Vl\I/vH,FL

Fig. 10 Plot of Vi"/Vex mx versus Viy'/Vil from Egs. (24), (31), (38)-
(37), and (38), —; Egs. (24), (31), (33)-(37), and (40), ---; and Eq.
(42), --. Plot of data of Epstein and Kenton (1989) (L/D = 0.0190 vent,

®; L/D = 0.113 vent, O; and tubes with 0.39 < L/D = 5.0, [J).

my = —0.7070 (best fit for L/D = 0.0190 and
0.112 data of Epstein and Kenton, 1989) (39)

Equations (24), (31), (33)-(37), and (39) are the model
equations for the mixed flow regime.

Additional Comments Regarding Mixed Flow Data.
Vi Wexwx versus V'V, is plotted in Fig. 10 with all
Epstein and Kenton (1989) data. Note that these data, the bulk
of which involve flow through tubelike vents (i.e., moderate-
to-large L/D) rather than shallow vents, are well correlated by
the m, of Eq. (39), established from the few, available, shallow-
vent data. Also determined was the m, value providing the least-
squares fit of all Epstein and Kenton (1989) data

my = —1.8077 (bestfit for all data of Epstein and Kenton, 1989,
0.0190 =L/D =5.0) (40)

and Vi”/Vgx_m versus VL”!V:,'}L, compuied with Eq. (40)
instead of Eq. (39), is also plotted in Fig. 10.

It is of interest to compute m,, the slope of the Fig. 10 plots
at VL” =
AV L Wexax) 1AV IV i) |60 =0
[2mMI(M + 1)]
—1.2781 [m, from Eq. (39)];
= —2.625 [m, from Eq. (40)]

ny

(41)

These can be compared to m, = —2.5, associated with Eq. (22)
of Epstein and Kenton ( 1989), viz.?
Ve Wexax = (1 = Vi IV i) (42)

A plot of Eq. (42) is included in Fig. 10.

#The 2.5 exponent in Eq. (42) is different from that of Eq. (23) of Epstein
and Kenton (1989), which seems to be printed incorrectly. Equation (42) corre-
sponds to the correlating function plotted in Fig. 5 of Epstein and Kenton (1989).
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VENTCL2—An Algorithm for Combined Buoyancy
and Pressure-Driven Flow Through Horizontal Vents;
Summary and Conclusions

Analysis of relevant boundary value problems and of pre-
viously published data from experiments in salt-water/fresh-
water and cold-air/hot-air flow configurations has resulted in
the following vent flow model, called VENTCL2. This is an
algorithm to calculate the flow, for unstable cross-vent density
configurations (high density over low density ), through shallow
(small-L/D), horizontal, circular vents, and under arbitrary
cross-vent pressure difference (see Fig. 1):

1 Verify that py > py, i.e., that the configuration is unstable,
and calculate Ap from Eq. (3); determine T from Eq. (10),
€ > 0 and 7 from Egq. (15), and ,u(T) from note {6} of
Table 1; determine Gr from Eg. (15) and verify that Gr
satisfies the large-Gr criterion, Gr = 2(107).

2 Determine py and p,, Ap, and p from Egs. (1) and (2);
according to Fig. 1 designate the problem type as either
Problem 1 or 2, involving Configuration 1 or 2, respectively;
if it is Conﬁ%uratmn 2, then replace eby —e < 0.

3 Calculate Frﬂn and then V,,- FL from Eqgs. (22) and (31),
Apn_ from Eq (24) and &P;Aprg_

4 If Apl APFL‘ = 1, expect umdlrecnonal flow. Esti-
mate V, = V" = 0 and Vy = V};’ from Egs. (29)
and (30)

5 If Ap/Aps < 1, expect mixed flow. Estimate: V N =Vy
from Eqgs. (33) and (36); V exux and then V, = " from
Egs. (37), (34), and (39); and V5 = V§; from Eq (35).

)

As indicated, the applicability of VENTCL2 is limited to
large-Gr flow scenarios, Gr = 2(107), involving shallow, circu-
lar vents. The theoretical ideas developed here could be used to
remove the these limitations, but additional model development
would require experimental data that are not now available.
Indeed, even within present limitations, additional data are re-
quired to verify the accuracy of VENTCLZ2. In this regard, the
unidirectional flow regime, where high and low-pressure sides
of the vent are in the lower and upper space, respectively, is
particularly problematic since there are no available data at
all in this regime, and none were used in the development of
VENTCL2.

A major application of the new flow model would be in
problems related to simulating smoke/air movement during
fires in buildings and other enclosed facilities. For this,
VENTCL2 is in a form that is particularly suitable for use in
zone-type compartment fire models.
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Natural Convection Heat
Transfer in a Rectangular
Enclosure With a Transverse

S. Alchaar
. In this paper the effect of a transverse magnetic field on buoyancy-driven convection
E. Bilgen in a shallow rectangular cavity is numerically investigated ( horizontal Bridgman con-

figuration). The enclosure is insulated on the top and bottom walls while it is heated
[from one side and cooled from the other. Both cases of a cavity with all rigid boundaries
and a cavity with a free upper surface are considered. The study covers the range of
the Rayleigh number, Ra, from 107 to 10°, the Hartmann number, Ha, from 0 to 107,
the Prandtl number, Pr, from 0.005 to 1 and aspect ratio of the cavity, A, from 1 to 6.
Comparison is made with an existing analytical solution ( Garandet et al., 1992 ), based
on a parallel flow approximation, and its range of validity is delineated. Results are
presented for the velocity and temperature profiles and heat transfer in terms of Ha
number, At high Hartmann numbers, both analytical and numerical analyses reveal
that the velocity gradient in the core is constant outside the two Hartmann layers at

Ecole Polytechnique,

University of Montreal,

G.P. 6079, Succ. A",

Montreal, P.Q., H3C 3A7, Canada

the vicinity of the walls normal to the magnetic field.

Introduction

Several aspects of steady free convection of an electrically
conducting fluid in 2 magnetic field have been discussed in recent
years by several authors. The interest in such problems lies in
the numerous industrial processes in which they are involved
(Moreau, 1990). For instance, it is well known that unavoidable
convection movements during the manufacturing of crystals can
be damped with the help of a magnetic field (Utech and Flem-
mings, 1966; Vives and Perry, 1987).

The natural convection boundary-layer flow around a semi-
infinite vertical plate under a strong cross magnetic field has been
studied analytically by Wilks (1976). Using asymptotic expan-
sions, details of heat transfer coefficients were obtained by this
author for the Prandtl number of order unity. This solution was
extended to the low Prandtl range by Hunt and Wilks (1981). It
was found that the rate of heat transfer near the leading edge of
the plate increased as the Prandtl number decreased.

The two-dimensional natural convection of a fluid under a
magnetic field has been studied numerically by Ozoe and Maruo
(1987). Computations were carried out for the case of a square
cavity for 10* = Ra = 10%, 1 = Ha =< 10" and Pr = 0.054. The
Nusselt numbers obtained were correlated to give an empirical
equation for the rate of heat transfer. Ozoe and Okada (1989)
studied the effect of an external magnetic field on the three-di-
mensional natural convection in a cubical enclosure. The external
magnetic field perpendicular to the vertical boundary layer type
flow was most effective in suppressing the convection. However,
a field horizontal but parallel to the heated surface was observed
to be least effective in suppressing the circulation flow. The sta-
tionary convection instability in rectangular boxes of finite ex-
tent, under the action of an external magnetic field, has been
considered by Tabeling (1982) within the framework of linear-
ized theory. The relationship between the direction of the mag-
netic field and the flow patterns of the Bénard cells was dis-
cussed. Calculations performed for various situations show tran-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
Hear Transreer, Manuseript received by the Heat Transfer Division September
1993; revision received May 1994, Keywords: Enclosure Flows, Malerials Proc-
essing and Manufacturing Processes, Natural Convection. Associate Technical Ed-
itor: 1. R. Lloyd.
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sitions from transverse to longitudinal rolls and suppression of
dislocations when the horizontal magnetic field is increased. The
mixed convection of liquid metal in a static cylindrical enclosure
with a rotating crystal rod was numerically computed by Toh and
Ozoe (1992) for a lateral external magnetic field. This configu-
ration was studied as a model for the mixed convection of molten
metals in a crucible for the crystallization of semiconducting ma-
terial by the Czochralski method. It was found that without a
lateral magnetic field, the solution gave, as expected, a perfect
axisymmetric solution. However, with a lateral magnetic field,
the velocity and the average Nusselt number decreased and the
profiles were no longer axisymmetric. Magnetohydrodynamic
free convection of an electrically conducting fluid, in a rectan-
gular enclosure (A = 1 and 2) with two side walls maintained at
uniform heat flux condition, has been studied by Venkatacha-
lappa and Subbaraya (1993 ). Numerical results show that with
the application of an external magnetic field, aligned with grav-
ity, the temperature and velocity of fluids are significantly mod-
ified. For sufficiently large magnetic field strength the convection
was found to be suppressed for all values of the Grashof number.
The effect of a transverse magnetic field on buoyancy-driven
convection in an inclined two-dimensional cavity heated by a
constant heat flux has been studied analytically and numerically
by Vasseur et al. (1995). Solutions for the flow fields, temper-
ature distributions, and Nusselt numbers were obtained explicitly
in terms of the Rayleigh and Hartmann numbers and the angle
of inclination of the cavity. In the case of a horizontal layer
heated from below the critical Rayleigh number for the onset of
convection was predicted in terms of the Hartmann number.
Recently, an analytical solution to the equations of magneto-
hydrodynamic has been proposed by Garandet et al. (1992) in
order to study the effect of a transverse magnetic field on buoy-
ancy-driven convection in a shallow two-dimensional cavity
heated isothermally from the sides. Based on the parallel flow
approximation, the velocity and temperature profiles in the core
of the cavity were predicted in terms of the governing parameters
of the problem. The recirculating part of the flow, near the ver-
tical walls of the cavity, was studied by means of a series expan-
sion that allows for the computation of the stream function. The
solution proposed by these authors can be used to model the
horizontal Bridgman method and in particular to study solute
repartition in a typical horizontal Bridgman growth experiment.
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The objective of this study is to investigate numerically the
problem considered by Garandet et al. (1992) over a large range
of the governing parameters and hence gain a better understand-
ing of the effect of a magnetic field on natural convection within
cavities. The range of validity of the approximate solution ob-
tained by these authors is discussed. Also, their solution is ex-
tended in order to consider the case of a cavity with an upper
free surface.

Formulation and Numerical Method

The study domain is a two-dimensional cavity of dimensions
L' x H', and infinite extend in the z' direction, as shown in Fig.
1. The vertical walls are held at constant temperatures 7'}, and
Te(Ty > ]f’c) while the horizontal walls are adiabatic. A mag-
netic field B’ is applied parallel to gravity. The thermophysical
properties of the fluid at a reference temperature T are assumed
to be constant, except for the density in the buoyancy term in the
momentum equation (the Boussinesq approximation).

Neglecting the effect of Joule heating and viscous dissipation
on heat transfer and also assuming that the induced magnetic field
is very small compared to B”, the governing equations for con-
tinuity, momentum transfer, energy, and electric transfers are:

v-‘;’" =0 (l}
v ! J'
+ (VY = ——Vp' +—
o' ¢ ! Pu d Py
X B' +vVW' - BT -THg (2)
aT' ,
— + (V' -V)T' = aV'T’ 3
o ( V) aV (3)
V-i'=0 J =0'(-V¢'+V'XB") (4)

In these equations, ¢’ stands for the electrical conductivity, ¢’
for the electric potential, and —V¢' for the associated electric
field. As discussed by Garandet et al, (1992), for a two-dimen-
sional situation, Eq. (4) for the electric potential reduces to V¢’
= (). The unique solution is V¢’ = 0 since there is always an
electrically insulating boundary around the enclosure. It follows
that the electric field vanishes everywhere.

Eliminating the pressure terms appearing in Eq. (2) in the
usual way, the governing Egs. (1) to (3) reduce to

te

L S T

Ed ’
X, u

-y L >

T L e

Fig. 1 Schematic of the problem

VW = —w (7
av ov
b= V"% (3)

These equations have been reduced to dimensionless forms by
using the following scales: length: H', velocity: a/H', time: H'?/
a, and temperature: AT' =T}, — T¢.

The associated dimensionless boundary conditions are given
by

on all solid boundaries: ¥ =0, u=v=20 (9)
oT
y=0,l:—=0 (10)
dy
x=AlI2T=1 (11)
x=-A/2:T=0 (12)

where A = L'/H' is the enclosure aspect ratio.

Equations (5) — (8) with boundary conditions (9)~(12) com-
plete the formulation of the problem. The governing parameters
are the Rayleigh number, Ra = g BAT'H'"/av, the Hartmann
number, Ha = B'H'(¢'/pyv)"?, the Prandtl number, Pr = v/a,
and the aspect ratio, A.

Numerical Solution

The governing Egs. (5)—(8), with boundary conditions (9)~
(12), were solved using a finite difference procedure. In the
present scheme all spatial derivatives in the governing equations
are approximated by their central differences. The vorticity trans-

ow +u Ow + Ow _ —Ra Prg?:— Pr Ha? ou + PrViw (5) port Eq. (5) and the energy Eq. (6) are parabolic in time and
ot Ox dy Ox ay elliptic in space; they can be solved by the alternating-direction-
implicit (ADI) method developed by the Peaceman and Rachford
or +u or . or = VT (6) (1955). The stream function Eq. (7) is an elliptic Poisson equa-
or Ox dy tion, which can be solved by the successive-over-relaxation
Nomenclature
A = aspect ratio = L'/H’ T = dimensionless temperature = p = density
B' = applied magnetic field (T' = THIAT' ¢' = electric potential
g = intensity of gravity AT’ = temperature difference = T}, — ¥ = dimensionless stream function
H' = cavity height . T¢ w = vorticity
Ha = Hartmann number = B'H'(c"/ V' = velocity vector .
o) u,v = dimensionless velocities in x Superscript
J' = electric current and y directions = (u’, v )H'la ' = dimensional variables
k = thermal conductivity of the fluid x,y = dimensionless Cartesian coordi- 2
L' = cavity length . nates = (x', y'VH' Bubscripts
Nu = Nusselt number, Eq. (15) a = thermal diffusivity of fluid me- C = cold wall, or evaluated at the cen-
p' = pressure dium ter of cavity, or critical
Pr = Prandtl number = v/ B = coefficient of thermal expansion ~ H = hot \3vall
Ra = Rayleigh number = (gBAT'H')/ of fluid M = maximum value
(av) f# = dimensionless temperature 0 = reference state
v = Kkinematic viscosity
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method (SOR) at each time step. The finite-difference form of
the equations was written in conservative form for the advective
terms in order to preserve the conservative property (Roache,
1985).

The rectangular domain was divided into a uniform mesh, with
the end mesh coinciding with the enclosure boundary. Numerical
lests, using various mesh sizes, were done for the same conditions
in order to determine the best compromise between accuracy of
the results and computer time. Based on those results a mesh size
of 40 X 60 was adopted for most of the cases considered in this
study (A = 4). For a cavity with an aspect ratio of A = 6, a mesh
size of 40 X 80 was required. Further increase of the mesh size
(50 x 90) did not cause any significant change in the final results.
Computations were performed on an IBM RISC-6000 worksta-
tion.

The accuracy of the code was tested by comparing the results
with the benchmark solution of De Vahl Davis and Jones (1983)
for natural convection of air within a square cavity. Differences
on all test parameters were within 3 percent of the benchmark
values for Ra = 10°. For instance when Ra = 10° an overall
Nusselt number of 4.538 was obtained in the present study, while
that reported by De Vahl Davis Jones was 4.519. A second set
of tests concerned the shallow cavity which has been investigated
by Cormack et al. (1974b) and Shiralkar and Tien (1981). The
agreement for this case was very satisfactory with less than 2
percent deviations in all cases.

Results and Discussion

Convective motions in a Boussinesq fluid have been consid-
ered in a shallow cavity that is subjected to a constant transverse
magnetic field. The parameters that govern the flow in this prob-
lem are the Rayleigh, Hartmann, and Prandtl numbers and the
aspect ratio of the cavity. The Prandtl number of the electrocon-
ducting fluid is generally small and consequently inertia effects
are expected to be significant even with a small difference of
temperature. In this section, some representative results are pre-
sented to illustrate the effects of the various controlling param-
eters.

Figures 2(a—d) illustrate typical contour maps of the stream
function and temperature obtained numerically for A = 4, Pr =
0.01 and various values of Ra and Ha. In all these graphs the
increments between adjacent streamlines and isotherms are 67
= V,../8 and 8T = 1/8, where ¥, is the maximum value of
the stream function. It is noted that when the flow in the core of
the cavity is parallel, ¥, the value of the stream function at the
center of the cavity, is equal to ¥,,,,..

In the absence of a magnetic field (Ha = 0) Fig. 2(a) shows
the flow pattern obtained when Ra = 2 X 102, i.e., when the
Rayleigh number is relatively low. It is seen that the flow inside
the cavity may be decomposed into three parts: a core region in
the center of the fluid layer where essentially the flow is parallel
(v = 0) and two end regions where the flow turns through 180
deg. Due to the low Prandtl number considered here the convec-
tion is relatively large, despite low Ra, as indicated by the value
of the stream function ¥, = 0.134. However, due to weak cou-
pling between the momentum and the energy equations resulting
from small Pr, the heat transfer through the cavity is almost by
pure conduction, as depicted by the isotherm pattern. In fact, this
type of flow configuration can be sustained only when the con-
vection within the fluid layer is sufficiently weak. Thus, for Ra
= 8 X 10% and Ha = 0, Fig. 2 (b) shows that the parallelism of
the flow in the core region has been destroyed and the flow pat-
tern consists now of a strong vortex near the center of the cavity
(¥ = 0.575) and weak circulations near the end regions. As Ra
increases further, oscillatory modes (the Hopf bifurcation) are
observed to occur at a critical Rayleigh number, which depends
upon both Pr and A (see, for instance, Roux et al., 1989). How-
ever, the present study is restricted to steady-state situations only.

670/ Vol. 117, AUGUST 1995

Fig. 2 Computed contour maps of the stream function (left} and iso-
thermal lines (right) for a cavity with all rigid boundaries for A = 4, Pr =
0.01 and: (a) Ha = 0, Ra = 2 x 10%, ¥ = 0.134; (b) Ha = 0, Ra = 8 x 107,
Pe = 0.575; (c) Ha = 10, Ra = 8 x 10%, ¥ = 0,151; (d) Ha = 30, Ra = 8 x
10%, ¥ = 0.024

The retarding effects of magnetic drag on the flow pattern of
Fig. 2(b), i.e., for Ra = § X 10?, are demonstrated in Figs. 2(c)
and 2(d) for Ha = 10 and 30, respectively. It is seen that for a
given Ra, as the Hartmann number is increased, the convective
circulation within the cavity is progressively inhibited. Thus, for
Ha = 10, Fig. 2(c) shows that the overall strength of the circu-
lation is considerably reduced (¥, = 0.151 ), as compared to that
of Fig. 2(b), and the resulting flow pattern is now parallel again.
For Ha = 30, Fig. 2(d) indicates that the convective motion
within the cavity is almost completely damped (¥, = 0.024) by
the drag induced by the magnetic field.

As mentioned earlier, the effect of a transverse magnetic field
on buoyancy-driven convection in a two-dimensional cavity has
been studied recently by Garandet et al. (1992). Based on the
parallel flow approximation, it was demonstrated by these au-
thors that the velocity and temperature profiles, in the core region
of the cavity, are given respectively, in the present notation, by

Ra ;
u=®[Fsmh(Hay)—y] (13)
and
1 Ra[ F . y?
T== e I - =
2 [x + ™ [Ha’ sinh (Ha y) 3

+ LI il h (H 14
(8 Hacos ( ay))y]} (14)

where F = 1/[2 sinh (Ha/2)].

These results are strictly valid in the limit of a shallow cavity
(A — ) for which the core temperature decreases linearly be-
tween the extreme ends of the cavity. The range of validity of
the above-mentioned equations will be now discussed.

In Figs. 3(a) and 3(b), the calculated and analytically pre-
dicted temperature and velocity distributions, at midlength of the
cavity (x = 0), are compared for A = 4, Ra = 8 X 10%, Pr =
0.03, and various values of Ha. The analytical results, Egs. (13)
and (14) are continuous lines; numerical results shown as solid
circles are seen to agree well. For convenience, the profiles have
been normalized by u,, and T, the maximum velocity and tem-
perature obtained by taking the extremum of the derivatives of
Egs. (13) and (14), respectively. In general, Fig. 3(a) indicates
that the velocity increases from zero at the wall to a peak in a
region called viscous sublayer and then drops back to zero at the
center of the cavity (y = 0). In the absence of a magnetic field
(Ha = 0) the profile is cubic, as it has been predicted in the past
by Birikh (1966) and Hart (1972). As the value of Ha is in-
creased the velocity gradient tends to be constant almost every-
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Fig. 3 Velocity and temperature profiles at midlength of a cavity with all
rigid boundaries as a function of Ha for A = 4, Ra = 8 x 10% and Pr =
0.03: (a) velocity; (b) temperature

where in the cavity, except in the two thin Hartmann layers near
the walls, where the effect of viscosity cannot be neglected. The
effect of Ha on the normalized temperature profiles is depicted
in Fig. 3(b). It is seen that, when Ha increases, there is no sig-
nificant difference in the shapes of the curves.

The excellent agreement between the analytical and the nu-
merical results of Fig. 3 is essentially due to the fact that the flow
in the core of the cavity is parallel. However, such an agreement
is not expected to hold true for any combination of the governing
parameters. For instance, Fig. 4(a) shows the influence of the
aspect ratio of the cavity A on ¥} (= 1000 ¥~/Ra), the nor-
malized value of the stream function at the center of the cavity,
for Ha = 10, Pr = 0.03, and various values of Ra. When A is
sufficiently large, namely A = 3, the analytical solution, derived
under the assumption of the shallow enclosure limit (A — =), is
in good agreement with the numerical simulations. However, for
smaller values of A, the parallelism of the flow is progressively
destroyed and large discrepancies between the analytical and the
numerical results are observed. Thus, when A = 1 the analytical
solution overpredicts the value of ¥} by approximately 14 per-
cent. The effect of the Prandtl number, Pr, on ¥ is illustrated
in Fig. 4(b) for A = 4, Ha = 0, and various values of Ra. When
Ra = 102, i.e., when the convection is relatively weak, the ana-
lytical solution compares favorably with the numerical results
since the condition of parallel flow can be sustained for all the
range of Pr considered. As the Rayleigh number is increased to
Ra = 4 x 107, the agreement between the analytical and the
numerical results is observed to be good in the high Pr range but
poor when Pr = 0.03. This is because the inertia effects increase
with decreasing Pr and, as a result, the parallelism of the flow is
progressively destroyed (see for instance the flow pattern of Fig.
5(a) for Pr = 0.005). Naturally, this low Pr number effect is
enhanced as Ra is made larger as depicted in Fig. 4(a) forRa =
2.2 X 10*. Thus, for Pr = 0.01 the value of ¥¢ is very small
and the flow pattern, as illustrated in Fig. 5(b) for Pr = 0.005,

Journal of Heat Transfer

2.0
Lt
e —AA———
[
A
. -
Y. " Analytical a)
L Numerical Ra
400 A
800 L]
T 3200 =
15 i i .
1 2 3 6
A
1
- & 'y
s S8 # 5353 5 2§
i ¢ o ¢
‘-P‘ ° * & @ b)
c Analytical
i Numerical Ra
100 =
i 400 A
2200 e
L T K., SN . o
-2 -1 0
10 10 10
Pr

Fig. 4 (a) Effect of the aspect ratio A on ¥¢ for Pr = 0.03, Ha = 10, and
various values of Ra: (b) effect of the Prandtl number Pr on ¥¢ for A - 4,
Ha = 0, and various values of Ra

consists now of two concentrated vortex rotating in the same
direction. As the Prandtl number increases the disagreement be-
tween the analytical and numerical results is reduced. However,
for Pr = 0.04, discrepancies as high as about 12 percent are
nevertheless observed. This behavior can be understood from the
examination of the computed contour maps of the stream func-
tion and isothermal lines presented in Fig. 5{c) for Pr = 1. The
flow pattern is seen to be parallel in the core of the cavity but
the distortion of the isotherms indicates a strong convective mo-
tion within the cavity. For this situation, heat transfer by con-
vection is relatively more important than that by conduction re-
sulting in a large axial temperature gradient in the core of the
cavity. Thus we cannot expect agreement between the numerical
results and the analytical solution, which is valid only in the

L
AN

ANNNNN

Fig. 5 Computed contour maps of the stream function (left) and iso-
thermal lines (right) for a cavity with all rigid boundaries for A = 4, Ha =
0, and: {8) Ra = 4 % 10%, Pr = 0.005, ¥ = 0.293; (b) Ra = 2.2 x 10°, Pr =
0.005, ¥ = 0.048; (c) Ra = 2.2 X 10°, Pr = 1, ¥¢ = 1.260
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The influence of Ra on W,., the value of the stream function
at the center of the cavity, is presented in Fig. 6 forA = 4, Pr =
0.03, and various values of Ha. This graph illustrates clearly the
retarding effect of the magnetic field on the strength of the flow
circulation. It is seen that for a given Ra, ¥, is a decreasing
function of Ha. For instance, for Ra = 3.2 x 10°, ¥, = 1.845
when Ha = 0 but ¥ = 0.0375 when Ha = 50. This observation
is similar to that made earlier regarding the effect of Ha in Fig.
2. In Fig. 6, for each value of Ha, the numerical results are pre-
sented up to a critical Ra above which, as already mentioned, the
flow bifurcates toward a sustained oscillatory mode. Due to the
retarding effect of the magnetic field the range of Ra, for steady
flow regimes, is progressively extended as Ha is made larger. In
the absence of a magnetic drag (Ha = 0), it is observed that both
the analytical and numerical results are in good agreement with
each other. However, for a given Ha, the agreement is good only
when Ra, i.e., the strength of convection, is weak. As the value
of Ra is progressively increased large discrepancies are observed.
Naturally the range of validity of the analytical solution is ex-
tended as the value of Ha is made larger.

The numerical results for the heat transfer are presented in Fig.
7 as a function of Ra for A = 4, Pr = 0.03 and various values of
Ha. The heat transfer is determined in terms of the average Nus-
selt number Nu, defined as

172
Nu = —Af oF

- a dy (15)

v=—Afll

As expected, for a given value of Ra it is seen that Nu is a
decreasing function of Ha. This is due to the fact that with in-
creasing Ha the convection is progressively reduced by the mag-
netic drag (see Fig. 6), resulting in a lower heat transfer. Figure
7 also indicates that, for a given Ha, the curve of Nusselt number
versus Rayleigh number is similar to that which has been reported
in the past in the absence of a magnetic field (Ha = 0). Thus,
when Ra — 0, i.e., in the conduction regime, the Nusselt number
is unity. As Ra is made larger, the stratification in the core of the
cavity is enhanced, and the contribution of heat transfer by con-
vection near the wall increases (asymptotic regime). Finally, a
sufficiently large temperature difference across the cavity causes
a boundary layer flow in which the dominant mode of heat trans-
fer is convection. The start of these flow regimes is strongly de-
pendent on the Hartmann number. For instance, for Ha = 0, the
conduction regime ends at Ra = 8 X 10%, whereas for Ha = 50
it continues up to Ra = 8 X 10*. Similarly, the ranges of the
Rayleigh number for asymptotic and boundary layer flows are
also extended. Finally, it must be mentioned that the analytical
model proposed by Garandet et al. (1992) is valid only in a pure
conduction regime, i.e., when Nu — 1. This is because they have

04
3 4
10 10 10 10

Fig. 6 Effect of Rayleigh and Hartmann numbers on the stream function
W¢, at the center of a cavity with all rigid boundaries, for A = 4 and Pr =
0.03
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3 4
10 10 10 10
Ra

Fig. 7 Heat transfer Nu as a function of Ra and Ha for A = 4 and Pr =
0.03

assumed in their analytical model that the core temperature de-
creases linearly between the two isothermally heated walls of the
cavity. In general, the analytical prediction of Nu, when the lon-
gitudinal temperature drop across the core region is less than the
overall end-to-end temperature difference, is a complex problem
that necessitates a detailed analysis of the flow and temperature
patterns in the end regions (see, for instance, Cormack et al.,
1974a).

The case of a cavity with an upper free surface will be now
discussed. We assume that the surface tension is negligible and
the free surface remains horizontal everywhere. Since there is no
shear stress at the free surface (y = 1/2), ¥ and its second normal
derivative are both zero. Applying the parallel flow approxima-
tion described by Garandet et al. (1992) and making use of the
zero shear stress boundary condition at the top of the cavity, it
can be shown that the velocity and temperature fields are now
given respectively by

R
u=—=[Ee™ + Fe'™ + y + G] (16)

1 Ra F
T - — + izl Hay + i = Y
A [x Ha’ [ Ha'® " Ha?® )

1
+—y-‘+gy2—Hy—L]} (17)

6 2
where
2 h'
[(Ha = lle}lurz i (1 2 ﬂza_)e-ﬂniz]
E= HaC
2
[_(Ha + ])e—lluﬂ + (1 — HTa)eIIMZ:l
F:
Ha C
e [2 — 2 cosh (Ha) + Ha sinh (Ha)] r(IS)
Ha C
_ (EeH:l.fZ _ P-e—ll.'l.!').) G 1
= [ Ha HERE
C = 2[sinh (Ha) — Ha cosh (Ha)]
L B Ee—lluﬂ + FeHaIZ + E B E L
- Ha? 8 2 48 J

Typical velocity and temperature profiles for a cavity with an
upper free surface are presented in Figs. 8(a) and 8(b), respec-
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Fig.8 The velocity and temperature profiles at midlength of a cavity with
an upper free surface as a function of Ha for A = 4, Ra = 10%, and Pr =
0.03: (a) velocity; (b) temperature

tively, for A = 4, Ra = 10%, Pr = 0.03, and various values of
Ha. The good agreement between the analytical and the numer-
ical results is a consequence of the existence, for these particular
governing parameters, of a parallel flow in the core of the cavity.
The absence of shear at the free surface of the cavity results in
larger horizontal velocities at the top rather than at the bottom of
the fluid layer. In fact, it was observed from the numerically
predicted streamline patterns (not presented here ) that the center
of the eddy was displaced upward. Figure 8 (/) indicates that the
antisymmetry of the dimensionless temperature profiles, as ob-
served in Fig. 3 for a rigid-rigid cavity, is now destroyed due to
higher velocities at the free surface. For convenience, the tem-
perature distributions in Fig. 8(&) have been set to zero at the
bottom of the cavity for both the analytical and the numerical
solutions.

Conclusions

The present work is a numerical investigation of the effect of
a transverse magnetic field on buoyancy-driven convection in a
two-dimensional shallow enclosure. The right and left sides of
the cavity are respectively heated and cooled isothermally, and
the top and bottom sides are insulated. Both cases of a cavity
with all rigid boundaries and with a free upper surface have been
considered. Numerical results were obtained for a wide range of
the Rayleigh number (10* < Ra < 10%), the Hartmann number
(0 = Ha = 10?), the Prandtl number (0.005 = Pr = 1), and the
aspectratio (1 = A = 6).

The numerical results have been compared with a closed-form
solution (Garandet et al., 1992) based on the assumption that, in
the limit of a shallow system (A > 1) the flow remains parallel
in the core of the cavity. The theory of Garandet et al. was also

Journal of Heat Transfer

extended in order to predict the influence of a free upper surface
on the present problem. A good agreement between the numerical
and the analytical results was observed provided that (i) the as-
pect ratio of the cavity is equal to or greater than approximately
three and (ii) the effect of convective heat transfer is negligible
as it has been assumed in the analytical model. This latest as-
sumption can only be fulfilled for a given range of the governing
parameters (Ra, Ha, Pr) that is discussed in the present study in
order to provide a basis for the validity of the approximate ana-
lytical solution.
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Thermal Analysis of In-Situ
Curing for Thermoset, Hoop-
Wound Structures Using Infrared
Heating: Part |—Predictions
Assuming Independent
Scattering

A curing process for unidirectional thermoset prepreg wound composite structures
using infrared (IR ) in-situ heating is investigated. In this method, the infrared energy
is from all incident angles onto the composite structure to initiate the curing during
processing. Due to the parallel geometry of filaments in wound composite structures,
the radiative scattering coefficient and phase function within the structure depend
strongly on both the wavelength and the angle of incidence of the IR incident radiation
onto the fibers. A two-dimensional thermochemical and radiative heat transfer model
Jfor in-situ curing of thermoset, hoop-wound structures using IR heating is presented.
The thermal transport properties that depend on the process state are also incorpo-
rated in the analysis. A nongray, anisotropic absorbing, emitting, and scattering
unidirectional fibrous medium within a matrix of nonunity refractive index is consid-
ered. The temperatures and degrees of cure within the composite during processing
are demonstrated numerically as a function of the configuration of IR heat source,
nondimensional power input, mandrel winding speed, and size of wound composite.
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Comparison between the numerical result and experimental data is presented.

Introduction

Large thermoset filament-wound or fiber-tape-wound com-
posite structures are widely used to form rigid, lightweight aero-
space components, underground pressure vessels, and tubing.
In manufacturing such structures, the gathered strands of contin-
uous fibers are wetted with resinous material and wound onto
a rotating mandrel by computer-controlled apparatus ( wet wind-
ing). After winding is finished, the system is subjected to a
constant ‘‘soak’ temperature to release the entrapped gases.
Consolidation of the composite is usually required in order to
purge entrapped gases from within the material system. Usually,
helically winding a permeable cloth around the entire structure
provides a radial compaction to partially remove the entrapped
gases. Upon completing these procedures, the components are
often batch-cured in an oven or autoclave (Stango et al., 1991).
During the curing, the resin network grows into longer chains
with branches and cross-linking occurring.

The drawbacks of batch autoclave curing are the following;
(1) long curing times are involved; (2) component size is lim-
ited due to the oven space; (3) nonuniform and incomplete cure
of the matrix may occur due to the poor transverse thermal
conductivity of the composite. This nonuniformity is blamed
for residual stress development in the cured structures. (4) batch
curing using large flow rates of heated air is thermally inefficient
and results in the emission of large volumes of low-concentra-
tion, hydrocarbon—air mixtures and costly emission control
equipment is needed for removing these pollutants.

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division March 1994;
revision received January 1995, Keywords: Materials Processing and Manufactur-
ing Processes, Radiation, Radiation Interactions. Associate Technical Editor; M.
F. Modest.
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In the in-situ curing method, an infrared heat source is di-
rectly incident on the local area of the wound structures to
initiate resin curing during the winding process (Chern et al.,
1994b, ¢). This method offers the possibility of a more uniform
degree of cure and hence less severe residual stress distribution
in the finished structure. Since only small amounts of air flow
are needed to remove the toxic gas evolved during curing, less
expensive pollution control can be used. Moreover, this process
is expected to have a greater energy efficiency, have higher
productivity, be less size restricted, and use less floor space
compared with the standard batch-oven curing. Studies related
to this thermoset in-situ curing are limited. A thermochemical
model was developed by Korotkov et al. (1993 ) for this process.
Axisymmetric and surface radiative conditions were assumed
in their analysis. However, if the applied boundary heat flux is
limited to some portions of cylindrical wound structures (which
is closer to realistic process conditions ) and the composite mate-
rial is semitransparent to the incident radiation, these assump-
tions will break down.

In our earlier studies (Chern et al.,, 1992, 1994a), the IR
energy is assumed to be normally incident on the fibrous me-
dium, which is assumed to absorb the radiation energy. No
radiative emission or scattering within the composite is consid-
ered. However, in order to consider the more realistic manufac-
turing situation, oblique incidence of the light upon the ab-
sorbing, emitting, and scattering fibrous medium should be in-
cluded (Chern et al., 1994b, c). Unlike spherical particles
whose radiative properties are not dependent on incident angle,
radiative properties of the aligned fibrous medium, such as the
absorption and scattering coefficients and the scattering phase
function, depend on the angle of incidence of the light. The
spectral, anisotropic characteristics of the radiative transport in
the absorbing, emitting, and scattering fibrous-matrix medium
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are complicated and studies related to these topics are very
limited (Howell, 1988). Yuen et al. (1992) took into account
the wavelength and incident angle dependence of the extinction
and scattering coefficient (but assume isotropic scattering) to
calculate the apparent emissivity of an insulation layer by using
the Monte Carlo/zonal method. Considering the angle of inci-
dence effect on a planar fibrous medium, Kurosaki et al. (1991)
and Lee (1989) solved a pure radiative transfer problem with
a planar fibrous medium by using the discrete ordinate method.
The results for a single wavelength and assuming no emission
from the fibrous medium were presented in their analysis. These
studies are each one dimensional.

The two-dimensional thermochemical and radiative heat
transfer models for the in-situ curing of thermoset composites
using IR heating are presented in this paper. The radiative trans-
port of IR energy through a nongray, anisotropic absorbing,
emitting, and scattering fiber-reinforced composite is consid-
ered. Temperature and degree of cure profiles within the com-
posite during process are predicted numerically. Comparison
between numerical and experimental result is demonstrated.

Analysis

In the analysis, a rectangular, transversely isotropic tape of
width wy,, and thickness t,, is considered and shown in Fig. 1.
The tape is wound circumferentially at a constant 90 deg wind-
ing angle (hoop winding) at a feed rate of V onto a cylindrical
mandrel of diameter D rotating with angular velocity 2V/D.
Due to the accretion of ply layers during the winding, this
condition is not strictly satisfied for long times; however, for a

Nomenclature

Infrared heat
Incoming tape with velocity V
and temperature Teo

Computational domain
thickness H

Fig. 1

Physical geometry

practical winding situation, it is satisfied provided 2H/D <
1. A cylindrical-coordinate system (R, @, z) having its z axis
coincident with the mandrel’s axis is used to describe the man-
drel and composite geometry. For typical plies used in tape
winding, f,,/wy, << 1 so that variations in the axial (z) direction
are negligible; the problem is thereby reduced to two dimen-
sions: R and §. The IR energy is assumed to be diffusely incident
upon a given arc length of the cylinder’s periphery. All the
radiant energy deposition and primary heat transfer are assumed
to occur in a thin surface layer of radial thickness H (<D/2)
comprised of the n,, outermost plies. It is further assumed that
2H/D < 1 so that the curvature of the surface layer can be

C = specific heat
C = nondimensional specific heat
= C( T, ad)!Cuf
D = diameter of outermost ply
dQ.,/dt = nondimensional exothermic
heat = P.-(I <. f)leV(TI'D)
(dagl dX)/(TregKe g et)
F e = view factor from dx'to IR lamp
g = gravitational constant
H = computational domain thick-
ness = Myl
h = convective heat transfer coef-
ficient
i = radiation intensity
I = nondimensional radiation in-
tensity = i/(qlamphe/p)
| = directional cosine
rit = refractive index
N.. = ratio of conduction to radia-
tion = K o Trer/ ((Glamp! 7)
'na'(ﬂD)zo:xthl)
N, = Grashof number = g(T, —
7.)D*/(V*T})
N, = Prandtl number = v/a;
N, = rotating Reynolds number =
VD/v
n = index
n = total number of plies in the
computational domain
P = phase function
Pe = Peclet number =
PeCo et v (ﬂ-D)IKc,n‘.wr
Q. = exothermic heat released up to
some time ¢
Q, = radiative heat flux

Journal of Heat Transfer

O = enthalpy of reaction
g = rate of energy
S = source function
S = path length
T = temperature
T = nondimensional temperature = T/
Tt
Ty = film temperature = (T, + Tu)/2
t = time
tyy = ply thickness (in y direction)
V = tape feed rate
wyy = ply width (in z direction)
% = nondimensional length in the fiber
direction = x/(7D)
¥ = nondimensional length in the
transverse fiber direction = y/
r"-Inl"pl:,l —
x = length in the fiber direction = D8/
2
y = length in the transverse-fiber di-
rection
z = length in axial direction, as shown
in Fig. |
a, = degree of cure of the resin = Q/

ot
ar = thermal diffusivity
y = reflectivity
1. = lamp bank efficiency
@ = angle of mandrel rotation, as
shown in Fig. |
« = thermal conductivity
K. = anisotropic thermal conductivity
number =
K ref (:er)?‘f Kc,:.xfﬂfmf .%1,:
R = nondimensional thermal conduc-
tivity = w(T )/ Kt

N = wavelength

v = kinematic viscosity of the air

p = mass density

o = dimensional radiative property

@ = nondimensional radiative prop-
erty = o/a.,,,

§2, 2" = outgoing and incoming direc-

tion, respectively

Superscripts

d = diffuse
" = per unit area

Subscripts
a = absorption
b = blackbody
¢ = composite
ex = extinction
[ = along fiber axis direction
lamp = IR lamp
no = normal incidence
r = radiative
ref = reference; Tyoe = 298 K, yrer =
0, Ner = 2 pm
sur = surface of the outermost ply
t = transverse to the fiber direction
tot = total
v = vacuum
A\ = wavelength
% = ambient condition
M = upper hemisphere
U = lower hemisphere
1, 2 = index
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Fig. 2 Computation domain

neglected and the annular physical domain can be mapped into
the rectangular computational domain (X, ¥) with appropriate
matching conditions at X = 0 and X = 1, which represents the
continuity of plies in subsequent layers (see Fig. 2). Although
the thin regions of outer layers will actually displace outward
along the R direction as the prepreg is being wound, the field
quantities are assumed to be steady in this thin computation
domain.

Energy Equation. An Eulerian computation domain,
shown in Fig. 2, is fixed with respect to the IR lamp bank. Thus
the steady-state, nondimensional, energy equation for noncon-
stant thermal properties is

_oT 4 oT ] ( aT)
Pe C‘- e R(-_; ===1 Ketl T RCJ —
aX aY

er:.k l
+ == —Fg (1
a N Vr D

Here, the temperatures are simply normalized to T = T/T,
where T,.; = 298 K. No convenient normalization is available
to place the range of dimensionless temperatures between zero
and unity, because the chemical energy release term due to
epoxy curing causes the temperatures to reach maximum values
that cannot be predicted a priori. The % and C are nondimen-
sional thermal conductivity and specific heat of the composite,
respectively. The left-hand side of Eq. (1) is the energy trans-
port by advection due to ply motion; the Peclet number, Pe, is
the ratio of energy transport by advection to energy transferred
by diffusion along the fiber or X direction. The first two terms
on the right-hand side of Eq. (1) are energy transport by thermal
diffusion along the fiber (X) and transverse fiber ( ¥) directions,
respectively. The ratio of the thermal conductance of the latter
to the thermal conductance of the former energy transport is
defined to be the anisotropic conductivity parameter k. ,; it
depends upon the composite’s diameter and the ply’s thermal
conductivities. Due to the steady-state heat transfer assumption
in the analysis, the third term on the right-hand side of Eq. (1),
which is the rate of chemical energy released, is transformed
to the variation of exothermic energy with respect to the distance
X. In the last term of Eq. (1), N,, is the ratio of energy trans-
ferred by thermal conduction in the fiber direction to the radia-
tion. Finally, V-g, is the nondimensional divergence of the
radiative heat flux.

In our Eulerian control volume, each location within the ma-
terial has an initial temperature T.. and linear velocity V, is
assumed to enter the composite at X = —|,| in ply 1 and
cascades through the ply stack until it exits at X = | from ply
no. Here, ny, is estimated by the radiation penetration distance
where incident radiation attenuates to less than 0.5 percent.
Once the curing is complete, the temperature of the n,—th ply
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is expected to be uniform, so that an adiabatic boundary condi-
tion is assumed at ¥ = 0 and at the exit section X = 1 of the
ply n. Along the top surface at ¥ = 1, convective heat loss is
assumed to occur,

The boundary conditions for Eq. (1) are:

Surface (1): T =T, (2)
aT —hH ..
A 2): === — dw 3
urface (2) Sy (T~T.) (3)
Surfaces (3), (6): At the matching point,
To=Tw (4)
oT
s 4); Z = 5
urface (4) e 0 (5)
aT
Surface (5): F 0 (6)
Surface (7): 6_?: 2aH (T -T.) (7)
Y ke

Note that, because radiation is treated as a volumetric effect,
the radiative flux at the boundary appears implicitly within the
radiative transfer equation.

An estimate of the local heat transfer coefficient 4 in the inlet
region X = 0 due to the motion of the inlet ply (forced convec-
tion) and natural convection is obtained from a correlation for
air flowing parallel to a semi-infinite isothermal flat plate
(Wickern, 1991).

The local convective heat transfer coefficient 4 in the region
0 = X = 1 due to forced and natural convection is obtained
from correlation for an isothermal, rotating cylinder. Within
various ranges of rotating Reynolds number, N,,, different cor-
relations of heat transfer coefficient are applied in the model
(Chern, 1994b). Although the relations for heat transfer coeffi-
cient were found experimentally for cylinders with very large
length-to-radius ratios, they are adopted for use here. The tem-
perature dependence of 4 is also considered by including the
local properties in the Prandtl number N,, and Grashof number
N, in the correlations. These correlations for & were used for
all predictions by the numerical model presented in this paper.

Cure Kinetics Equations. Due to its wide use in industry
and the availability of a cure kinetics model (Lee et al., 1982),
the Hercules 3501-6 resin system is used in the present study.
Lee’s model is used to estimate the nondimensional heat release
dQ,,/dt as a function of degree of cure e, and temperature 7.
In this model, «, is defined to be the ratio of the exothermic
heat released @, until some intermediate time ¢ to the total
exothermic heat released Q,, when all cross-linking reactions
are complete. The incoming tape is assumed to be totally un-
cured: a,; = 0.

Radiative Transfer Equation. The radiative transfer
through a unidirectional fibrous medium (as shown in Fig. 2)
is considered, where the incident radiative energy flux from the
infrared lamp bank is gjom,. For monochromatic incident radia-
tion, the radiative transfer equation, which describes the change
in intensity along the light path s in the solid angle dQ about
the 2 direction, is written as follows (Siegel and Howell, 1992):

dir (S, Q)

S (8)

~ G0y ()i (5, Q) + 5.5, Q)
Loss b; absorption Source function

and outgoing scallering
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508, Q) = g, (D)in(s) + ﬁf Ty (X IPL(Q', Q)i (S, R7)dQ" (9)
dar

Gain by emission Gain by incoming scattering

where P, (€2', §2) is the phase function of the energy transfer
from the incoming direction Q" to the direction of interest 2
and A, is the wavelength of light in the composite. Due to the
anisotropic characteristics of the unidirectional fibrous medium,
the radiative properties 0., 0., 0 as well as the phase function,
are dependent on the incident angle of the light. It is assumed
that axial (z) variations are negligible.

A summary of the boundary conditions for Egs. (8), (9) is:

Surface (1): I, = i (10)
Surface (2):
qllu;\m hy
bu = : nc'Fd.\’-—lmnp( 1 - }"afir,.\c (11 ]
. T
74
+ — f i (2")LdQ’
m n
Surfaces (3), (6):
from continuity, i (£2), = i, ()4 (12)
Surface (4): i\, = iy (13)
Surface (5): iy, = i (14)
4
Surface (7): b, =— | i (Q")LdQ’ (15)
d i u

The incoming tape is assumed to have uniform temperature
T.. An isothermal region at constant temperature that is opti-
cally thick will emit blackbody radiation at the body tempera-
ture. Therefore, the blackbody intensity distribution correspond-
ing to the incoming prepreg temperature T.. is imposed as the
boundary condition at surface (1). (This condition is not strictly
true, becayse the incoming tape is not a semi-infinite region at
X < 0. A more exact condition does not appear justified.) The
external diffuse incident radiation from the IR lamp bank is
considered in the first term of the right-hand side of Eq. (11).
Blackbody spectral emission from the IR lamp bank is assumed
in the analysis. However, due to the conduction and convection
heat loss from the lamp, the overall lamp bank efficiency 7. is
also included in the analysis. By assuming diffuse surfaces (2,
7), the intensity reflection from the interior region is also con-
sidered and written in Egs. (11), (15). Here, ¥?is the boundary
diffuse reflectivity. At the internal surface, the diffuse reflecti-
vity was found by averaging the specular reflectivity from the
Fresnel relations over all incident angles, accounting for the
region of total internal reflection. At the bottom region of the
computation domain, the temperature is expected to be uniform
and approach radiative equilibrium due to the adiabatic bound-
ary condition at surfaces (4, 5). The blackbody intensity distri-
butions corresponding to the temperatures at surfaces (4, 5) are
applied as boundary conditions at these two surfaces, using the
same rational as for surface 1.

By neglecting the interaction effects of the radiative transfer
through each fiber (Lee, 1989; Houston and Korpela, 1981),
the scattering and absorption coefficients of the global material
(i.e., the composite) are taken to be the sum of those of the
total fibers and the phase function of the composite is equal to
that of a single fiber. This is tantamount to assuming indepen-
dent scattering from each of the embedded fibers. From the
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refractive index of fiber and matrix, fiber volume fraction, inci-
dent angle, and relative fiber size to the incident wavelength of
the light, the radiative properties and phase function for the
single fiber scattering can be obtained by solving the Maxwell
equations (or Helmholtz wave equation) (Kerker, 1969). No
specific scattering pattern is assumed.

Because the radiative properties for a single scattering
“event’’ (Kerker, 1969) are expressed in terms of the local
fiber coordinate system, the transformations from the local fiber
to the global coordinate system for the radiative properties are
needed (Chern et al., 1994b, c).

The potential effect of dependent scattering in the studied
composites is investigated in Chern (1994b). In the study, it is
found the independent scattering theory can be applied to the
carbon composite without significant error, because radiation
attenuation is so strong that radiation is effectively a surface
phenomenon. For the glass composite, the independent scatter-
ing theory tends to overestimate the extinction coefficient of
the material.

The nondimensionalized divergence of the radiative flux in
Eq. (1) is (Siegel and Howell, 1992)

(V'Qr)

& Ten, Ao - -
= Falin(T) — iy (82))d2d N,
0 VQ=dr Tex, Aor

(16)

Numerical Method of the Model

The control volume formulation is employed to solve the
energy equation. Detailed derivation of the two-dimensional
discretization equation is given by Patankar ( 1980). The **SIM-
PLE’’ code (Patankar, 1980) is modified to solve for the tem-
perature fields in the computation domain. The power-law
scheme is employed in the numerical calculations, In addition,
the interface thermal conductivity of the control volume is taken
to be the harmonic mean of those of two adjacent grid points.

After obtaining the new temperature fields, the degree of cure
of the composite is determined by solving the cure kinetics
equations using the fourth-order Runge—Kutta method. For the
radiative transfer computation, the radiative properties from in-
dependent scattering theory must be calculated. The new tem-
perature fields and the obtained radiative properties are substi-
tuted into the radiative transfer equation for obtaining the inten-
sity distributions. The modified discrete ordinate and picket
fence methods (Chern et al., 1994b, c) are applied to determine
the intensity distributions in discrete ordinate direction and
spectral wave band at each position. The divergence of radiative
flux is then updated by taking the sum of emission and absorp-
tion for each spectral wave band.

The convergence criterion for the divergence of radiative flux
is a relative error of less than 107, The new source terms
(chemical reaction and divergence of radiative flux) in the en-
ergy equation are re-applied to evaluate the new temperature
profiles. This process is repeated with new temperatures until
the relative error for all temperatures from successive iterations
does not exceed 2.5 X 10™*, Since the radiative intensity decays
exponentially from the top boundary surface through the com-
putational domain, nonuniform grids along the ¥ direction are
employed in the numerical calculations. Numerical results of
processing temperature profiles within composite are compared
using the S10, S8, and S6 radiative transfer models (Chern,
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Fig. 3 Viewfactor from infrared lampbank to surface 2 of the computa-
tional domain

1994b). Results from the S8 model, which computes 40 fluxes
over the hemisphere, are found to be quite accurate for oblique
incident radiation through the composite, and are used for all
of the cases considered. In addition, a grid of 122 (in the X
direction) X 95 (in the ¥ direction) was found to provide suffi-
ciently converged solutions,

Input Data

For model simulation, the lamp bank temperature and con-
figuration, mandrel dimension, thermal properties and radiative
properties of the composite are needed.

Typical IR lamp bank size and configuration for our experi-
mental program are given in Chern et al. (1994b, d). The view-
factor associated with the experimental configuration is com-
puted by using the three-dimensional unit-sphere method ( Alci-
atore et al., 1989). The resulting viewfactor is shown in Fig.
3, and it is seen that radiation is incident on the prepreg fiber
tape upstream of X = 0. The viewfactor is set to zero in Eq.
(11) outside the range of X shown in Fig. 3.

Hercules AS4/3501-6 (carbon fibers) and S-glass/3501-6
(glass fibers) are considered in the present analysis. The fiber
diameter and volume fraction for these two commercial prod-
ucts are 7 pm and 62 percent, respectively. The prepreg tape
(single ply) thickness is about 1.3 X 107* m.

The temperature and degree of cure dependency of specific
heat, longitudinal and transverse thermal conductivity of the
AS4/3501-6 and S-glass/3501-6 are documented in Chern et
al. (1993, 1994b). In addition, to evaluate the radiative proper-
ties and phase function in Kerker ( 1969), the complex refractive
index of the matrix and fiber must be known. The simple refrac-
tive index of the 3501-6 epoxy is found to approximate a con-
stant value of 1.5. Epoxy resin has strong absorption bands as
well in some portions of the spectrum; however, because the
fibers embedded in the epoxy (glass and graphite) are very
strong absorbers (graphite at all wavelengths and glass over
much of the infrared spectrum), we have ignored epoxy absorp-
tion in this paper. For carbon fiber, the refractive index approxi-
mates a constant value of 1.75 — 0.552i for all wavelengths.
For S-glass fiber, a three spectral wave band approximation is
used: wavelength in vacuum, 0-2.5 um (i, = 1.497 — 0.589
X 1073 i), 2.5-5.0 ym (1, = 1.497 — 0.1687 x 107* i) and
5.0-100 pm (#i; = 1.23 — 0.03i) (Chern, 1994b).

Numerical Results

The most primitive results of the analysis are the layer-by-
layer temperature profiles that occur during winding and the
corresponding degree of cure in each layer. In Figs. 4-8, the
horizontal axis shows the progress of a point from initial contact
of the incoming prepreg tape with the cylinder at X = 0 as
the point traverses layer-by-layer through the computational
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Fig. 5 Degree of cure versus layer number at various energy levels for
AS4/3501-6

domain. Each layer of the computational domain is taken to be
of thickness A¥ = 1.32 X 107 m, which corresponds to a
typical prepreg tape thickness. The computational domain is
composed of 30 and 40 ply layers for carbon and glass compos-
ites, respectively. Typical temperature profiles for each of the
outer 10 layers of AS4/3501-6 composite are shown in Figs. 4
and 5. Figures 4 and 5 show the effect of varying the conduc-
tion/radiation parameter N,, on the temperature and the degree
of cure profiles when Pe and . , are held constant. The particu-
lar Pe and k., used correspond to a composite diameter of 0.2
m and a mandrel winding speed of 0.2 m/s. The different values
of N, correspond to a lamp bank output 10 kW (the lamp bank
temperature is 1290 K) and lamp bank efficiencies of 0.8, 0.7,
and 0.6. Smaller values of N,,, for a given resin system and
winding size, imply increasing IR energy into the matrix.

LAOARSARN

650

600 '-'
550 —’— .
500 :—
sl [T YT

350 -
300 PR T EPN T PN N S Bt

-1 01 2 3 4 5 6 7 8 9 10
Layer number

Temperature (K)

——— AS4/3501-6 composite
— .-~ § glass/3501-6 composite

Fig. 6 Temperature versus layer number for carbon and S-glass com-
posites at conditions D =02 mand V = 0.2 m/s
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The predicted temperature profiles in Fig. 4 have a sawtooth
shape, in which each “‘tooth’’ corresponds to one cycle or revo-
lution of the mandrel. The steep ramp-up on the left-hand side
of each tooth is primarily due to the IR energy deposited by
the lamp bank. The abrupt drop in the temperature on the right-
hand side of each tooth is due to the matching conditions forced
between the adjacent layers. The inlet tape enters the computa-
tional domain with a relatively low temperature. After IR heat-
ing, the next layer presents a high-temperature region. When
the ‘‘cold’” and “‘hot’” ply meet at the matching point, large
conduction heat transfer occurs in the positive ¥ direction. This
causes an abrupt drop in the temperature in the neighborhood
of the matching points. The relative ‘‘sharpness’’ of the drop
is also attributed to the high Peclet number present in practical
situations, which makes the downstream temperature in a given
layer insensitive to the upstream heat transfer.

Due to the two-step reactions, the degree of cure profiles in
Fig. 5 present a sharp decrease in the rate of degree of cure at
about 30 percent. It is important to predict the peak temperature
reached during the process, so that resin degradation tempera-
tures are not reached. The reported value for this degradation
temperature is about 600 K (Lubin, 1982). It is also equally
important to know the degree of cure at some reasonable depth
into the composite winding. Moreover, the degree of cure at
the end of layer one should not approach 100 percent; otherwise,
complete cross-linking will not occur at the knit point between
the fresh tow and the fully cured layer.

Although the equations are nondimensionalized, the values
of dimensional parameters input for the case studies provide
valuable insight into the process. For the two composites consid-
ered, the radiative properties are quite different. The carbon
fibers are highly absorbing material, while glass fibers are more
transparent in the first and second band and will absorb more
IR energy in the third spectral band. The same emissive power
output (10 kW, 1. = 0.8) of the IR lamp and winding speed
(0.2 m/s) are considered for these two composite systems. The
calculated temperature and degree of cure fields for these two
materials are shown in Figs. 6 and 7.

Calculation of the divergence of radiative flux shows that the
penetration distance of the AS4/3501-6 is less than one layer
thickness of composite. However, for S-glass composite, the IR
radiation continues to propagate further into deeper regions of
the composite. This is a strongly wavelength-dependent effect.
Detailed profiles of divergence of radiative flux are given in
Chern (1994b), where it is shown that up to 16 percent of the
incident radiation may penetrate the computational domain for
the S-glass composite.

As noted in the Analysis section, radiative emission within
the AS4/3501-6 composite is included in the results of this
paper. The maximum processing temperature is limited to 600
K due to potential degradation of the epoxy. In some previous
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Fig. 7 Degree of cure versus layer number for carbon and S-glass com-
posites at condition D = 0.2 mand V = 0.2 m/s
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Fig.8 Comparison of predicted and experimental temperature histories
for AS4/3501-6 carbon fiber-epoxy composite between at IR input 5 kW
and winding speed 0.15 m/s

work (Chern et al., 1992, 1994a) emission was neglected, and
temperatures were overestimated by about 50 K. This overesti-
mated temperature will also overestimate the degree of cure by
up to 20 percent at the tenth layer. Thus, radiative emission
plays an important role.

Experimental Results

Typical comparison of temperature distribution for numerical
prediction and experiment is shown in Fig. 8. The experimental
method and additional comparative curves are given in Chern
et al. (1994d). In Fig. 8, the input IR power and winding speed
are 5 kW and 0.15 m/s, respectively. The estimated overall IR
lamp bank efficiency is 63 percent (includes the effect of lamp
efficiency, reflector efficiency, and blockage). The qualitative
comparison of predicted temperatures with the experiment is
good. However, the model tends to overpredict the temperature
by about 50 K. This difference is probably due to the model
input data for convective heat transfer coefficient and IR lamp
bank efficiency. It is, of course, possible to obtain more exact
agreement bet